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INTRODUCTION

Mitel Performance Analytics is a fault and performance management system designed to provide
users with fast actionable problem resolution so that optimal service quality levels are maintained for
end customers.

Mitel Performance Analytics provides real-time alerts, detailed reporting and ubiquitous accessibility
with secure remote access.

DOCUMENT PURPOSE AND INTENDED AUDIENCE

This document provides information required to administer and use a Mitel Performance Analytics
(MPA) monitoring system.

This document is intended for Mitel Performance Analytics Software as a Service (SaaS)
deployments. In these deployments, Mitel Performance Analytics is hosted in the cloud. For Mitel
Performance Analytics on-premise deployments, where the software is hosted at the service
provider or customer location, refer to the Mitel Performance Analytics Installation and Maintenance
Guide.

This document describes all possible Mitel Performance Analytics features. Feature access
depends on the Mitel offering you have purchased. Not all features may be available to all Mitel
Performance Analytics users.

Note that screen captures in this document may not reflect the latest Mitel Performance Analytics
User Interface updates.

For a summary of the features introduced by specific Mitel Performance Analytics releases, refer to
the Mitel Performance Analytics Release Notes.

REVISION HISTORY
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DOCUMENT DATE DESCRIPTION
April 28, 2015 Updated to reflect MarWatch R5.0.
November 20, 2015 Updated to reflect MarWatch R5.1.

Updated to reflect Mitel Performance Analytics R2.1.
January 5, 2017
Ongoing updates and improvements.



Mitel Performance Analytics Architecture

MITEL PERFORMANCE ANALYTICS OVERVIEW
MITEL PERFORMANCE ANALYTICS ARCHITECTURE

Mitel Performance Analytics consists of a number of web services running on either a cloud-hosted
computing platform or on-premises computing platform. There are several components toMitel
Performance Analytics. The remote ‘Probe’ installed in non-Internet accessible networks maintains
databases of status and events, and provides a web portal with access security. Additionally, Mitel
Performance Analytics has a Remote Access Service that provides a secure “cross-connect” for
remote access to the customer network.

System

On-net RRDGE Fostgres Admin Ul Remate Monitoring Ul
Collector dB Web Server Access WebServer

Y

Remote LAN

Off-net Device
Device Protocols e User Web
On-net rol Ul
Device

The various Mitel Performance Analytics components can run on a single or multiple servers,
depending on capacity requirements.

PROBE

The Probe is a software application running on a server in the remote customer network. This
software has several important functions. It initiates and maintains secure connections to Mitel
Performance Analytics, collects performance data and alarms from devices in the customer
networks, transfers performance data and alarm status to Mitel Performance Analytics, and enables
secure remote access for the Mitel Performance Analytics user to the remote customer network. For
a detailed description of the Probe, see "Probe Installation" on page 193.

MITEL PERFORMANCE ANALYTICS CAPABILITIES

Mitel Performance Analytics provides fault and performance management for multiple enterprise
VolP systems and associated network infrastructure, both LAN and WAN. Mitel Performance
Analytics supports monitoring and remote access both for private networks, such as enterprise

15
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LANs and MPLS VPNs, and for public network or Internet-reachable devices, such as access
routers.

Mitel Performance Analytics provides:

Cloud or on-premises packaging
Provides real-time and historical fault and performance monitoring

Provides an alarms analytics tool that customizes the alarm management environment
according to the user’'s behavior and the behavior of others. Alarms that are deemed to be the
most important to the user are shown first. Contains advanced tools for determining related
alarms.

Monthly or on-demand customer reporting

Special focus on Mitel business communications equipment and VolP Quality
Supports a range of devices including network infrastructure

IP SLA monitoring

Flexible container architecture allowing users to configure data reporting to match their size
and organization (for example, data reporting according to geographical locations, functional or
organizational groupings, or customer groupings)

Supports both Internet accessible and private network devices

Simple deployment in remote customer networks with both software and hardware Probe
available

Integrated remote access to customer networks (with Probe)

Supports multiple character sets allowing for internationalization

Branded dashboard can be created for service providers, resellers and customers
Resellers can choose any URL they own for their Mitel Performance Analytics login page

USER INTERFACE

Mitel Performance Analytics uses a standard Web browser for system access. Key user interface
attributes are:

16

Secure—HTTPS/SSL
Login and logout with form-based authentication
Standard Web browsers (Internet Explorer, Firefox, and Chrome)
No special hardware or software needed to use Mitel Performance Analytics
Dashboard views according to configured containers:
« Entire Mitel Performance Analytics system (multiple regions and customers)
« Geographical locations, functional or organizational groups, or customer groupings
« Single customer
« Single device
Panel display paradigm — panels show current and historical performance data
Data exploration capability — expand panels for more detailed views
Geographic map with location status display
Brandable — partner or customer logo



Supported Browsers

SUPPORTED BROWSERS

User access to Mitel Performance Analytics requires the use of a Web browser with JavaScript and
Adobe Flash support enabled.

Mitel Performance Analytics is supported on:

« Firefox, Release 24.0 and later
« Chrome, Release 36.0 and later

Note: While Mitel Performance Analytics should work on any standards compliant browser, such as
Internet Explorer, Safari and Opera, Mitel can only commit to resolving issues with specifically
tested and supported browsers.

SUPPORTED DEVICES

Mitel Performance Analytics supports the following device types:

DEVICE SUPPORTED VERSIONS

MiVoice MX-ONE Release 6.0 SP2 or later

MX-ONE Application Server

MiVoice Business, Mitel 3300, vMCD ICP
Release 5.0 or later

systems

MiVoice Office 250 CP systems Release 4.0 or later
MiCollab Release 4.0 or later
Mitel Standard Linux (MSL) Release 9.0 or later
MiVoice Border Gateway, Release 7.1 or later
MiContact Center Business. all edtions Release 6.0 and 7.0

MiVoice Call Recorder

Red Box Call Recorder

Innovation InnLine Voice Mail Server

Standard Servers (Windows and Linux)

VMWare ESXi Server

Ethernet Switches (HP, Cisco, Dell, Avaya)

Routers (Cisco and Adtran)

PathSolutions Servers

17
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DEVICE SUPPORTED VERSIONS
Uninterruptible Power Supplies (American Models with Ethernet network
Power Corporation), management interface
Avaya IP Office 500 viorv2
Avaya IP Office Server, Release 7.0 or later

Basic IP Device

FAULT AND PERFORMANCE MONITORING

Mitel Performance Analytics continuously monitors managed devices for key performance metrics
and provides current and historical measurement of these metrics in various dashboards, to provide
awareness of all device statuses.

The following table describes the devices and the performance and alarm monitoring supported by
Mitel Performance Analytics.

DEVICE SUPPORTED PERFORMANCE AND ALARM MONITORING

System alarms and SNMP events
System reachability and availability
Inventory (server hardware, software information, hardware ID)

License inventory (System, Port, Key Attribute System, and
Key Attribute Port)

System performance metrics: memory, interface statistics

MiVoice MX-ONE Voice metrics: SIP set voice quality ratings by call (R factor)
over multiple interfaces

IPT user data

Device and extension inventory
Extension and terminal registration
Route utilization

Gateway utilization

System information
System reachability and availability

MX-ONE Application Service activity monitoring for MiCollab Advanced Messaging,
Server CMG, inAttend, and ACS Media Server applications

Performance metrics: CPU, memory, file system and interface
statistics

18
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DEVICE

SUPPORTED PERFORMANCE AND ALARM MONITORING

MiVoice Business,
Mitel 3300, vMCD ICP

System alarms
System reachability and availability

Inventory (system hardware, software information, hardware
ID, app record)

SMDR collection

IP set inventory

systems License inventory, node and cluster
System performance metrics: memory, interface statistics
Voice metrics: voice quality ratings by call (R factor)
Digital trunk and SIP trunk utilization
IPT user data
System alarms
Inventory (system hardware, software information, hardware
ID, app record)
MiVoice Office 250 CP SMDR collection
systems
System reachability and availability
License inventory
Performance metrics (CPU, memory)
System alarms
System information and Mitel service ID
System reachability and availability
MiCollab application inventory
MiCollab,

Mitel Standard Linux
(MSL)

IP set inventory
Licensing inventory

MiVoice Border Gateway/vMBG near end and far end call
statistics and voice quality ratings by call (R factor) for SIP
Teleworker sets, Minet and SIP

Performance metrics: CPU, memory, file system and interface
statistics
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DEVICE SUPPORTED PERFORMANCE AND ALARM MONITORING
System alarms
System information and Mitel service ID
System reachability and availability
MiCollab application inventory
IP set inventory
MiVoice Border Licensing invento
Gateway 9 Y
MiVoice Border Gateway/vMBG near end and far end call
statistics and voice quality ratings by call (R factor) for:
« SIP Teleworker sets, Minet and SIP
« SIP trunks
Performance metrics: CPU, memory, file system and interface
statistics
System alarms
System information
MiContact Center System reachability and availability

Business, all editions

Service availability monitoring for critical MiContact Center
Business services

Performance metrics: CPU, memory, file system and interface
statistics

MiVoice Call Recorder

System information
System reachability and availability
Service availability monitoring for critical MiVoice services

Performance metrics: CPU, memory, file system and interface
statistics

Mitel Probe

System information
Alarms for Probe connectivity

IP SLA monitoring for up to four remote hosts

Red Box Call Recorder

System information
System reachability and availability
Service availability monitoring for critical Red Box services

Performance metrics: CPU, memory, file system and interface
statistics
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DEVICE

SUPPORTED PERFORMANCE AND ALARM MONITORING

Innovation InnLine
Voice Mail Server

System information
System reachability and availability
Service availability monitoring for critical InnLine services

Performance metrics: CPU, memory, file system and interface
statistics

Standard Servers
(Windows and Linux)

System information
System reachability and availability
Service activity monitoring (Windows only)

Performance metrics: CPU, memory, file system and interface
statistics

VMWare ESXi Server

System information
System reachability and availability

Performance metrics: CPU, memory, and interface statistics

Ethernet Switches
(HP, Cisco, Dell,
Avaya)

System information
System reachability and availability

Performance metrics: CPU, memory, and interface statistics

Routers (Cisco and
Adtran)

System information
System reachability and availability
Performance metrics: CPU, memory

Statistics for one (Cisco and Adtran) or multiple interfaces
(Cisco only)

IP traffic reporting by Class of Service (Cisco and Adtran) and
nested Class of Service (Cisco only)

PathSolutions Servers

System reachability and availability

System alarms
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DEVICE SUPPORTED PERFORMANCE AND ALARM MONITORING

System information
System reachability and availability
System alarms

Uninterruptible Power Performance metrics:
Supplies (American

Power Corporation) « Battery run time remaining

« Input and output line voltages
« Input and output frequency

« Load current

o Output load

System information

Reachability and availability Monitoring

System alarms
Avaya IP Office 500 System Status Application (SSA) remote access
Avaya IP Office Server SMDR collection

Set inventory monitoring

Interface performance monitoring

Server performance monitoring (Server Edition)

System information
Basic IP Device
Reachability and availability Monitoring

ALARMS AND ALERTS

If a monitored performance metric indicates a potential problem, Mitel Performance Analytics
creates an alarm and displays it on the Mitel Performance Analytics web interface. The system can
be configured to create an email, SMS message, Twitter Direct Message, SNMP trap, or desktop
notification to notify support personnel that the alarm has been generated.

The following sections describe Mitel Performance Analytics alarm and alerting capabilities.

ALARMS

Mitel Performance Analytics provides the following alarms:

« System alarms (MiVoice MX-ONE, MiVoice Business, MiContact Center Business, MiVoice
Office 250, MiCollab/MiVoice Border Gateway, Avaya IP Office, PathSolutions, UPS)

« Performance metric alarms (thresholding with both time and value hysteresis)

« Device ICMP Ping reachability

« Device SNMP reachability

« Device interface availability and utilization
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Device access credential problems

Device registration delays

Probe check-in

MiVoice Business backup issues

SMDR transfer issues

Disconnected IP set (MiVoice Business and MiVoice Border Gateway)

MAP VIEW

Map view capabilities include:

Shows customer locations with color coded location status
Click on location to open container dashboard

ALARM MANAGEMENT INTERFACE

The alarm management interface provides the following capabilities:

Show and sort alarms by severity, duration, customer and other criteria.
Show current and historical alarms

Historical view by table or timeline

Basic alarm management (ticket number, assigned to, status)

Hide and show alarms and My Alarms

Flag alarms as ‘My Favorites’

ALARM ANALYTICS

The Alarm Analytics tab provides the following capabilities:

Learns from user’s behavior and from the behavior of others to optimize how alarm information
is presented. Displays alarms according to rating trends

Create and follow alarm labels

Filter and group alarm data

Perform operations and editing on a group of alarms

Save and share custom alarm data views

Display time-related alarms

Display the log of all operations that have occurred on an alarm of interest

ALERTING

The following alerting functionality is available:

Selective alerting: Multiple alert profiles to enable alerting by customer or region, alarm
severity, time of day, day of week

Multiple alerting mechanisms supported —email, SMS, SNMP trap, Twitter direct message, or
desktop notification

Alarm digest and or single alarm alerting to minimize number of alerts
Email alarms contain clickable link to device for quick response
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REMOTE ACCESS

Mitel Performance Analytics provides integrated remote access to devices that are located behind a
customer firewall or are not directly IP reachable. Each device dashboard has a “click-to-connect”
link for rapid connection for maintenance or system administration. Additionally, the Mitel
Performance Analytics Remote Access system allows connection to any other device on the
customer network.

Key Mitel Performance Analytics Remote Access attributes are:

« Single-click access to monitored devices
« On-demand secure connection to a remote customer LAN

« No VPN required — supports multiple simultaneous access sessions to multiple customers
from single user PC

« Customer manageable Remote Access Control settings
« Remote Access audit log
« Remote network tools (Ping, Traceroute, MTR, ifTop, SNMP browser)

REPORTING

Mitel Performance Analytics provides optional reporting on device performance by customer.
Reports can be scheduled once per month, once per week, or can be created on-demand.
Key reporting capabilities are:
« Optional monthly reports by customer
« On-demand reports by customer to cover up to 90 days of history
« Reports in PDF format and emailed by Mitel Performance Analytics
« Reports provide:
« Customer device inventory
« Device availability summary
« Device performance data, by device
« Reports can be branded with partner or customer logo

OPTIONAL FEATURES

Mitel Performance Analytics offers optional features intended to simplify the management and
maintenance of monitored devices and networks.

REMOTE OFF-SITE BACKUP

Mitel Performance Analytics provides optional backup for MiVoice Business and MiVoice MX-ONE
systems, with scheduled and on-demand backup options. The system can be configured to backup
the device configuration and, optionally, call data and embedded voice mail configuration and data at
regular intervals. Backups can optionally be stored on a server in the customer network. Supported
protocols include FTP, SFTP, and FTPS (both implicit and explicit).

24



Optional Features

Scheduled Backups

Backups can be scheduled for a maintenance time window, 2 to 23 hours, on an hourly, daily,
weekly or monthly basis. If the backup fails, Mitel Performance Analytics retries up to a configurable
number of times during the backup window. The attempts are spread out in time to allow the issue
that caused the failure to correct itself.

On-demand Backups
The system also provides on-demand backups.
Backup Retention

Specific backups can be designated for permanent retention. This capability is known as locking.
Generally, Mitel Performance Analytics retains the 10 most recent backups. However, you can lock
up to five backup files per device so they are retained indefinitely.

Backup Download

Backups are downloaded using the scheduler Recent Results or Completed Files queries. These
queries show all backups that were made and indicate which backup files are downloadable. As with
all tabular queries, results can be customized by filtering, grouping and other functions.

MIVOICE BUSINESS IP SET INVENTORY MONITORING

Mitel Performance Analytics supports an optional capability for MiVoice Business: IP set inventory
monitoring. The system keeps a record of all IP sets known to the MiVoice Business, in various
states.

The default view shows the number of IP sets connected to the MiVoice Business by state, where
the possible states are:

« In Service: Set has set up a TCP/IP connection and has been programmed.

« Disconnected: Set has been programmed and then disconnected from the LAN.

« Never Connected: Set has been programmed but has not been connected to the LAN.
« Unprogrammed: Set is connected to the LAN but has not been programmed.

In the expanded view, the MiVoice Business IP Set Inventory panel displays the available
information about all of the IP sets connected to the MiVoice Business on the LAN.

Disconnected Set Alarm

MiVoice Business IP Set inventory monitoring provides an optional alarm that is generated when a
previously programmed, connected and registered IP set becomes disconnected from the MiVoice
Business. The alarm is cleared when the set is reconnected or the MiVoice Business database is
updated to reflect a change in set inventory.

AVAYAIP OFFICE SET INVENTORY MONITORING

Mitel Performance Analytics supports inventory monitoring for sets connected to an Avaya IP
Office.

The default view shows the total number of IP Sets configured for the Avaya IP Office system by
category, where the categories are:

o |P Sets: Avaya H.323/ SIP or third party H.323 / SIP sets
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« Digital/Analog Sets: Avaya or third party digital or analog sets

Inits expanded view, the Set Inventory panel displays all available information about the sets
connected to the Avaya IP Office system.

SMDR COLLECTION

Mitel Performance Analytics provides collection and central storage for SMDR records from Mitel
MiVoice Business call servers, MiVoice Office 250 systems, and Avaya IP Office systems.

For Mitel MiVoice Business call servers, you can select the collection method: FTP or socket:

« Forthe FTP method, Mitel Performance Analytics instructs the IPBX to send the SMDR file to
Mitel Performance Analytics through FTP. The files are collected hourly, daily, weekly or
monthly. The files can then be stored locally or you can have Mitel Performance Analytics
send it to a remote file server using FTP, SFTP or FTPS (implicit or explicit). The remote file
server can be either on the customer network or a distant network reachable over the Internet.

« Forthe socket method: Mitel Performance Analytics connects to the device using a local TCP
socket and stores SMDR records as they are produced, as a file on the Probe. Every hour, the
collected SMDR Record file is uploaded either to secure offsite storage (Amazon S3) orto a
file server using FTP, SFTP or FTPS (implicit or explicit). This file server can be either on the
customer network or a distant network reachable over the Internet.

For MiVoice Office 250 systems and Avaya IP Office systems, Mitel Performance Analytics
connects to the device using the socket method.

As with the Mivoice Business, Mitel Performance Analytics stores SMDR records as they are
produced, as a file on the Probe. Every hour, the collected SMDR Record file is uploaded to one of
the following locations:
« Forcloud-based installations, a secure offsite storage (Amazon S3)
« Foron-premise installations, the Mitel Performance Analytics server’s file system file store
« Afile serverusing FTP, SFTP or FTPS (implicit or explicit). This file server can be either on
the customer network or reachable over the Internet.

Mitel Performance Analytics retains an SMDR file for up to 31 days. SMDR files can be downloaded
using the scheduler Recent Results query.

CAUTION: To retain SMDR files longer than 31 days, you must provide alternate storage and move
the files there before they are erased by Mitel Performance Analytics.

MiVOICE BORDER GATEWAY IP SET INVENTORY
MONITORING

Mitel Performance Analytics supports inventory monitoring for IP sets connected to MiVoice Border
Gateway (Teleworker sets).

The default view provides a count of MiNet and SIP Sets connected to the MiVoice Border Gateway.

In the expanded view, the IP Set Inventory panel displays the available information about connected
IP sets.
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Disconnected Set Alarm

MiVoice Border Gateway IP set inventory monitoring provides an optional Disconnected Set alarm,
which is generated when a previously connected and registered IP set is disconnected from the
MiVoice Border Gateway.

The alarm is cleared when the set is reconnected, or the MiVoice Border Gateway database is
updated to reflect a change in set inventory.

MITEL PERFORMANCE ANALYTICS SYSTEM DATA
MODEL

Mitel Performance Analytics uses a hierarchical data model for status aggregation.

The following sections describe the various levels that can provide a status view.

SYSTEM

This level represents the entire Mitel Performance Analytics system and shows status and alarms
for all containers and devices.

CONTAINERS

A container is a logical grouping of objects. Objects can include devices and other containers.
Containers can be used to represent:

« Geographical locations, such as Europe, North America, and Asia

« Functional or organizational groupings, such as Research and Development, Support,
Finance, and Manufacturing

« Customer groupings, such as Large Customers, Small Customers, and Offshore Customers

Containers can be of type None, Customer, Reseller, or Location. Container types are used for
data queries or reports.

There is no limit to the number of subcontainers or levels of subcontainers that can be created. Thus,
users can create a hierarchical structure that best suits their business needs. For details, see
"Planning Ahead" on page 31.

At this level, Mitel Performance Analytics shows aggregated status and alarms for this container and
all the objects that it contains.

DEVICES

This is the lowest level element in the hierarchy. Mitel Performance Analytics supports a large
variety of devices described in "Fault and Performance Monitoring" on page 18.

Devices are created within a container. Data reporting is done on a per container basis. So when a
user accesses a dashboard page, it shows the data for the devices in that container and the devices
in any subcontainer.
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Probes

Mitel Performance Analytics requires a Probe to monitor devices. The Probe enables communication
between Mitel Performance Analytics and the customer network. It also acts as a data collector
between Mitel Performance Analytics and the monitored devices. The monitored devices send their
data to the Probe which then relays it to Mitel Performance Analytics.

There are two kinds of Probes, single customer and multi-customer. A single customer Probe
enables monitoring of multiple devices, all belonging to the same customer and on the same IP
network.

The multi-customer Probe is intended for hosted vMCD and MiVoice Business deployments, where
a single Private IP network supports multiple devices belonging to different customers. For example,
areseller with several customers, each subscribed to a separate MiVoice Business, can observe
monitoring details for all MiVoice Business call servers, but the customers can see only their own
MiVoice Business call servers.

Off-net Devices and On-net Devices

In a typical deployment, the Probe is installed behind the firewall guarding the customer network. In
such deployments, the Probe is part of the customer private network and interacts with the customer
devices. These are referred to as “Off-net” devices.

The Probe can also be co-located with the Mitel Performance Analytics server. In this case, Mitel
Performance Analytics can directly monitor any device that is IP-reachable from the Internet. This
could be an access router with a public IP address acting as a firewall guarding a customer network,
an MPLS router in a customer LAN reachable with port forwarding from a public IP address, or a
server with a public IP address. These are referred to as “On-net” devices. In such deployments, the
Probe interacts only with the customer firewall and with other on-net devices. Such deployments can
be used to identify Internet Service Provider (ISP) issues.

For users that have Mitel Performance Analytics installed on premise with their equipment, your
installation already contains a Probe and you cannot install another.

For service providers that have Mitel Performance Analytics installed in their data center, your
installation already contains a Probe. However, you can install more Probes. Typically, each
additional Probe monitors a particular customer.

For cloud-based users, you must install a Probe as part of your configuration.

USERS

Mitel Performance Analytics users are created within a container. A user’s scope is strictly limited to
that container and all objects that it contains, including subcontainers. A user’s dashboard shows
aggregated status and alarms for all the devices in their container and its subcontainers.

Each user can also be granted permissions to perform tasks. So within a container, some users can
do all administrative tasks, other users can only do some administrative tasks, while other users
cannot do any administrative tasks.

When a user attempts an administrative task, they must supply their login credentials before they
are granted access to the required Web pages.
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DATA MODEL SMALL ORGANIZATION EXAMPLE

The following diagram shows a possible Mitel Performance Analytics configuration for a small
organization.

System

Customerl
Userl (admin)

User5 (no admin)

Deviceb

In the previous diagram:

User1 is part of the container labeled Customer1. User1 has full administrative privileges and
can create subcontainers such as Office1 and Office2, as well as other users such as User2
and User4. User1’'s dashboard shows alarm and status information for both offices and all
devices.

User2 is part of the container labeled Office1. User2 was created by User1 and was granted
administrative privileges for creating containers only. User2 could use these privileges to
create subcontainers in Office1 representing floors and place new devices in those
containers. User2’s dashboard shows alarm and status information for Office1 and its
devices only.

User3 is part of the container labeled Office1. User3 was created by User1 but was not
granted any administrative privileges. User3’s dashboard shows alarm and status information
for Office1 and its devices only.

Userd is part of the container labeled Office2. Like User2, User4 was created by User1 and
was granted administrative privileges for creating containers only. User4's dashboard shows
alarm and status information for Office2 and its devices only.

User5 is part of the container labeled Office2. Like User3, User5 was created by User1 but
was not granted any administrative privileges. User5’s dashboard shows alarm and status
information for Office2 and its devices only.
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See "Planning Ahead" on page 31 for more examples of container hierarchies for different types of
organizations.
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Small Organizations

PLANNING AHEAD

Before creating a container hierarchy, users should plan ahead the structure they need and want for
effective data reporting.

Note: Once a user has been added to a container, it cannot be moved to another container.

This section contains some examples of container hierarchies to help users implement effective
data structures.

SMALL ORGANIZATIONS

See "Data Model Small Organization Example" on page 29.

LARGE ORGANIZATIONS

The following diagram shows a possible Mitel Performance Analytics configuration for a large
organization.

System

Customerl
User1 (admin)

User2 (admin)

Userd (admin)
User5 (no admin)

User6 (admin)

User3 (no admin) User? (no admin)

Manufacturing R&D Human Resources Tech Support

[

Devicel0

Deviced Device?

In the previous diagram:

« User1 s part of the container labeled Customer1. User1 has full administrative privileges and
can create subcontainers such as East Coast, Central, and West Coast, as well as other
users such as User2 and User4. User1’s dashboard shows alarm and status information for
all regions, organizations, and devices.



Mitel Performance Analytics System Guide

User2 is part of the container labeled East Coast. User2 was created by User1 and was
granted administrative privileges for creating containers only. User2 could use these
privileges to create subcontainers in East Coast representing a new organization, such as
Customer Service, new devices in those containers. User2's dashboard shows alarm and
status information for East Coast and all its devices only.

User3 is part of the container labeled East Coast. User3 was created by User1 but was not
granted any administrative privileges. User3’s dashboard shows alarm and status information
for East Coast and all its devices only. Similarly, if a useris created in the Manufacturing
container, their dashboard would show only alarm and status information for Manufacturing
devices.

User4 is part of the container labeled Central. Like User2, User4 was created by User1 and
was granted administrative privileges for creating containers only. User4’s dashboard shows
alarm and status information for Central and all its devices only.

User5 is part of the container labeled Central. Like User3, User5 was created by User1 but
was not granted any administrative privileges. User5’'s dashboard shows alarm and status
information for Central and its devices only.

SERVICE PROVIDERS
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The following diagram shows a possible Mitel Performance Analytics configuration for a service
provider.

Service Provider
Userl (admin)

Tl om | [ WCaele

User2 (admin) User3 (admin)

Customerl Customer2 Customer3 Customer4

Userd (no User5 (no User6 (no User?/ (no
admin) admin) admin) admin)




Service Providers

In the previous diagram:

« User1is part of the container labeled Service Provider. User1 has full administrative
privileges and can create subcontainers such as Reseller1, and Reseller2, as well as other
users such as User2 and User3. User1’s dashboard shows alarm and status information for
all resellers, customers, and devices.

« User2is part of the container labeled Reseller1. User2 was created by User1 and was
granted full administrative privileges. User2 can create containers representing customers
and users so customers can monitor their devices. User2’s dashboard shows alarm and
status information for all Reseller1 customers and all their devices.

« User4 is part of the container labeled Customer1. User4 was created by User2 but does not
have any administrative privileges. Userd4’'s dashboard shows alarm and status information for
all Customer1 devices only.
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USER INTERFACE DESCRIPTION

The Mitel Performance Analytics user interface is web-based. Each user has access to a range of
web pages that present status and performance information according to configured containers and
subcontainers. Containers can represent any logical groupings, such as geographical locations,
functional or organizational groupings, or customer groupings.

LOGIN PAGE

Mitel Performance Analytics uses SSL encryption to ensure that all communications between the
browser and Mitel Performance Analytics are conducted over secure channels.

Enter the Mitel Performance Analytics URL (for example: mpademo . mycompany . net)in your
browser to display a Login panel, such as the following:

Welcome! Please log in.

Email

Password

Note: You must use a Fully Qualified Domain Name (FQDN) in the Mitel Performance Analytics
URL; not an IP address.

To start a Mitel Performance Analytics session, enter your username and password and click the
Login button.

DASHBOARDS

34

Mitel Performance Analytics has the following types of dashboards:

« Device dashboards display information about a particular device.

« IPT User dashboards display information about the users configured on the devices being
monitored, such as MiVoice Business users or MiVoice MX-ONE users.
Note: IPT User dashboards are currently limited to displaying only MiVoice Business users
and MiVoice MX-ONE users. The MiVoice Business device must be configured to allow IP
set inventories. The MiVoice MX-ONE device must be configured to allow extension and
terminal registration.

« Container dashboards display information their content; that is, many devices and
subcontainers.

When you log in to Mitel Performance Analytics, you access a Container dashboard. Your login ID
determines which dashboard, or system view, you are directed to.



Dashboards

The area to the left, below the search field, lists devices and subcontainers. Subcontainers are
represented with folder icons. Click a device name to display its dashboard. Click a folder name to
display that subcontainer’'s dashboard.

Todisplay an IPT User dashboard, search for an IPT user name or extension number. Then click on
the displayed IPT user name in the search results.

Tip: Use a query to get alist of IPT user names and extension numbers. You can also click on the
IPT user extension to display the IPT User dashboard. See "Inventory Queries" on page 79.

Selecting a container that is high in the container hierarchy displays a dashboard with all the
information of that container, including subcontainers. If containers represent regions, a system
administrator sees an “All Regions” dashboard when they log in because that container includes all
the subcontainers representing the regions. If users are created for subcontainers, then an
administrator for certain regions sees a dashboard only for those regions because only that container
is accessed when they log on. Finally, a customer sees all their devices on their dashboard because
their user account was created for the container for their devices and no subcontainer. The following
is typical “All Regions” dashboard.

Q

3 Caldicot Office-Wales

[ Kanata Office-Can

= Plano Office-US 20 [e0][Ao v o [0 o) (= o |[=a0s) (tideAlsrms Oicer Than][ 103y v ) (ZhyAlarms] (% My Favorites
[ Reno Office-US

¥ System Probe Alarms

B MPA 2.1: Welcome o the latest version of Mitel Performance Analytics.

Date Message Device Child Grandchild

Device Status Alarm Severity Device Types

4
4 New Alarm Rate
d Year | Month | Week [ Day | Hour
S/hr
A = A asnr
12 pm 6 pm Sep 14 6 am
Warning Minor major [l Critical

Containers can represent items such as geographical locations, functional or organizational
groupings, or customer groupings. In the previous graphic, Caldicot Office-Wales and Plano Office-
US are containers representing regions.

The Device dashboard also displays:

« A Message of the Day banner.

« A banner showing contact information for the container being displayed. In the previous
graphic, it has a blue background.

» A series of display panels showing status and performance information for that device.
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Both the Container and Device dashboards display an alarm summary and display filtering buttons.
See "Alarm Summary and Filtering" on page 40 and "Mitel Performance Analytics Alarms and Alerts"

on page 53.

BREADCRUMBS

The top of the dashboard shows a series of “breadcrumbs” that provide links to navigate to previous
screens. With the breadcrumb links, a user can easily return to a previous page after “drilling down”
to specific information, such as a certain device from a customer. The following example shows the
dashboard for a specific MiVoice Business device. Clicking any link to the left of MiVoice Business
— MiVB 3300MXe-Caldic returns the user to a dashboard for that item.

# Customer Container / W Caldicot Office-Wales / & MiVoice Busil - MiVE 3300MXe-Caldic

Q
Er MivB 3300MXe-Cal

I MPA 2.1: Welcome to the latest version of Mitel Performance Analytics

v) [&MyAlams | | % My Favorites

20 [0 A o]V o]0 o )(®o [®1a) (Hide Alarms Older Than | 104

Device Information Alarms.

Device system || lgentity || versions Date Message

IP: 10.0.3.2

Probe: System Probe

DASHBOARD CONTEXT

If you click on a container, then the dashboard context switches to that container. The breadcrumb
line at the top of the dashboard indicates coverage of the dashboard.

For example, in the following graphic containers represent regions. The Customer Container
breadcrumb indicates the highest level that the user can access. It covers all containers (that is,
regions) and customers. The Plano Office-US breadcrumb is the last in the chain and indicates that
the dashboard covers the Plano Office-US container (that is, region) and its customers. All of the
panels — Alarms, New Alarm Rate and Voice Quality — now display information only for the Plano
Office-US container.
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# Customer Container / i Plano Office-US /

Q

L¥ Avaya BayStack
L¥ Cisco Switch

B MPA 2.1: Welcome to the latest version of Mitel Performance Analytics
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& P Ofice

£y MICC v& Remote Alarms

¥ MICC v7 Enterprise . . .

v Micc v8 Date Message Device Child Grandchild +
L MivO 250 v5.1

L MIVO 250 v6.0

Device Status Alarm Severity Device Types New Alarm Rate

Year | Montn | wesie [ Gay | Hour

5/hr
o A A
12pm 6 pm Sep 14 6am

Warning Minor Major Il Critical

Voice Quality

Month | Week Hour M Good Fair Poor M Bad

All display panels on the dashboard are updated to reflect the status in the current coverage.

SEARCH CAPABILITIES

Dashboards provide a search box to quickly locate any item managed by Mitel Performance
Analytics. This includes containers, customers, devices, IPT users, device types, and Mitel
Performance Analytics information fields such as names, |P addresses, notes and descriptions.

The search box is located at the top left of the dashboard. In the following graphic, a search for “u” in
a Device dashboard yields a customer (United Tiger Ltd) and two regions (USA and United
Kingdom).
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oo

= Singapore »
= United Tiger Ltd.
L& unitedProbe
& win?
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ﬁ RapidServe
0\, 218-158
L} MiContact_Ent_5S...
Lk WiContact_Remo...
55 MivoiceBorderGW
5h Mivioice_1
O Mivioice_2
L} Mivoice_50
L}, rapidProbe
5 smartUPs
= United Kingdom
= CommStar Corp.
54 Skippy
&4 Slappy
L& région du Mord

All search results are links. To change the dashboard context, click on the search result link.

DISPLAYING IPT USER DATA
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Todisplay IPT user data, search for either the user's name or extension number. In the following
graphic, a search for “Arthur” yields the user Arthur Weasley.

Q Arthur

= Test One -
5 Test Child
£ Arthur Weasley

Clicking the IPT user name, Arthur Weasley, displays information related to that IPT user. The
following is an example.



Displaying IPT User Data

User Information

Services Groups

First name: Arthur Department: Misuse of Muggle Artifacts Email: No Email Found
Last name: Weasley Location: London User Comment: No User Comment
Extension Device Type Service Type Home Element Secondary Element
5480 5212 dual mode Full Local_165 Mot assigned
Voice Quality
Directory Start Time Call Length Source IP Destination IP Codec Average R~
Lo
undefined Mal Nal G.7T11 i
5480 12-NaN AM bs 192.168.218.72 192.168.218.123 {u-Law) 91
undefined NaM MaM G
5480 19-Mah AM 125 192.168.218.72 192.168.218.123 (mu-Law) 90
undefined NaM MaM G711
5480 12-NalN AM 2s 192.168.216.72 192.168.218.123 (L ) 91
undefined NaM Mal G.M
5480 19-Mahl AM 13s 192.168.218.72 192.168.218.123 ' 90 -
Alarms Mitel MCD ESM - System Access

Date - Message Device Child Grandchil=) =
[l use proxy

Connectto ESM -

Manage your personal account

i mn | 3

You can also run an inventory query and click on the IPT user extension to display the IPT User
dashboard.

The User Information panel displays a summary of the services and groups for that IPT user. For
details, see "User Information Panel" on page 268.

The Voice Quality panel displays VQ information for each of the IPT user’s extensions. For details,
see "Voice Quality and SIP Voice Quality Panels" on page 269.

For details on the Alarms panel, see "Alarm Summary and Filtering" on page 40 and "Mitel
Performance Analytics Alarms and Alerts" on page 53.
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EXPANDED VIEWS AND CONTEXT SENSITIVE HELP

Many panels have the following icons to display additional information or context sensitive help.

ICON

FUNCTION

Displays expanded view to show additional

information

Displays context sensitive help

When they apply, the icons are located in the top right of the panel.

ALARM SUMMARY AND FILTERING

Every device or container dashboard contains an alarm summary and alarm filtering buttons above

the Alarms panel. The following is an example for a container dashboard.

* 5 [®5 |A 3|V 3]0 o (=0 |[® 15 ) [Hide Alanms Older Than | 1 Hour 2 My Alarms | | % My Favorites
Alarms

Date Message Device Child Grandchild

Aug 26 210 AM 1 out of 4 SIP Link Alarm unavailable. vMCD 218.39 East Coast Office

Aug 16 8:47T AM 1 out of 3 Stale Tasks unavailable. MXed5.218.245 East Coast Office

Aug 16 8:41 AM 0 out of 496 SDS Sys Data unavailable. vMCD .218.38 East Coast Office
May 4 2:46 PM 1 out of 1 CESID Alarm unavailable. MXed5 218 245 East Coast Office
May 4 246 PM DS Sharing Errors reported by system. MXed5 218 245 East Coast Office
May 4 2:46 PM 1 out of 1 E2T Comms unavailable. MXed5 218 245 East Coast Office

Apr134:20 PM  Lim 1, Unit AL: Incrementation alarm for alarm severity 0 Lyta-LocalMX1 MX-ONE Local

Apr134:20PM  Lim 1: LIM reloaded and restarted Lyta-LocalNX1 MX-ONE Local

Status

Owner

Ticket

’

~

~

N

~

N

~

@-
1 =+~ x
L~ x

1 =+~ x

m

2w -

x
L e x
Lw -
L e x

x

2w -

The following icons are available for operations on alarms:

ICON NAME FUNCTION
* Favorite Mark the alarm as a favorite.
£ Edit Edit related alarm information
) | Assign Assign alarm to me
= Hide Hide the alarm
&b Unhide Unhide or show the alarm
- Silence Silence the alarm
i Unsilence Unsilence the alarm
x
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Acknowledge

Acknowledge or clear the alarm




Menu Items

Clicking the entries under Device, Child or Grandchild displays the dashboard for that container or
device.

The five filter buttons above the Alarms panel and to the left summarize the number and type of
alarms being reported by Mitel Performance Analytics. In the previous graphic, Mitel Performance
Analytics is reporting: five indeterminate notifications, five warning alarms, three minor alarms, three
major alarms, and no critical alarms.

Clicking the filter button controls whether those types of alarms are displayed. In the previous
graphic, only warning, minor, and major alarms are displayed. Similarly, the Alarms panel can be
filtered to hide alarms that are older than one hour, one day, or one week.

An alarm can also be hidden by clickingits “* icon. Hiding an alarm increments the Hidden filter
button located above the Alarms panel. You can unhide an alarm by clickingonits “* icon.

Click the Hidden filter button to include or exclude hidden alarms from the Alarms panel. To quickly
isolate hidden alarms, click the Visible filter button located beside the Hidden filter button. The
Visible filter button displays the number of visible alarms.

Clicking the My Alarms filter button displays only the alarms where you are the owner.

Clicking the My Favorites button flags that alarm as begin of particular interest to you.

MENU ITEMS

The dashboard menu items are grouped under the following icons.

ICON NAME FUNCTION

Accesses tools to help manage the object.

For containers, this includes functions to manage:
« Queries, see "Quick Queries" on page 78 and "Query Output
Formats" on page 82.
« Audit log, see "Audit Log" on page 89.
« Reports, see "Generating Reports" on page 90.

F - Tools

For devices, more and different tools may be displayed depending
on the type of device.

Provides the ability to add containers and devices. Refer to "Step
+ - Add 2 - Add Containers" on page 44 and "Step 4 - Add Devices" on
page 47.
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ICON NAME FUNCTION

Accesses functions to manage objects:

« Current container or device settings. Refer to "Managing
Containers" on page 94 or "Configuring Mitel Performance
Analytics Devices" on page 111.

- Settings , ,
« Alert profiles. Refer to "Alert Profiles" on page 67.
« Users. Referto "Step 3 - Add Users" on page 45.
« Licenses. Referto "Step 5 - Upload and Apply Licenses" on
page 49.
Provides the user with general information and the ability to control
1- User

their session. Refer to "User Menu" on page 42.

The icons are located at the top right of the page. Different menu items are presented depending on
the user’s privilege level and the dashboard context.

USER MENU

The User menu provides the following functions.

MENU ITEM  FUNCTION

Help Displays context-sensitive product documentation

About Provides a summarized list of version details for Mitel Performance

Analytics
Dashboard Displays the page for resetting the password and changing the time format.
. The time format can be either 12-hour with am/pm indication or 24-hour
Settings
clock.
Logout Closes all active web sessions and displays the login page
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Step 1 - Initial Log in

GETTING STARTED

After you access Mitel Performance Analytics for the first time, do the initial configuration steps
described in the following sections.

STEP 1-INITIAL LOG IN

Your system administrator supplies the Mitel Performance Analytics URL and your initial access
credentials. The following is an example:

« URL: example.mycompany.net
o User:j smith@mycompany.com
« Password: change me

Note: You must use a Fully Qualified Domain Name (FQDN) in the Mitel Performance Analytics
URL; not an IP address.

CHANGING YOUR PASSWORD

The initial user ID has full administrative privileges so they can add containers, users and devices.

Mitel strongly recommends that you change your username and password after your initial login.
Do the following steps:

1. Go to the Mitel Performance Analytics URL and login using the provided initial access
credentials.

2. Select Dashboard Settings under the User icon.

@ Help

> Abo
/& Dashboard Settings
& LogOu

The settings page for the user is displayed.

3. Inthe settings page, specify your current password, your new password, and your new
password again to confirm it.
To make it secure, ensure your new password contains at least eight characters and includes
upper and lower case characters, symbols, and numbers.

4. Click the Change Password button.

CHOOSING THE TIME FORMAT

The default is to display a 12-hour clock with am/pm indication. But you can change it to display a
24-hour clock. Do the following steps:

1. Select Dashboard Settings under the User icon.
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@ Hep

1> Abo
/7~ Dashboard Settings
& Log Ou

The settings page for the user is displayed.

2. Inthe Dashboard Settings area, choose the time format from the dropdown list.
Your selection applies to all your sessions, regardless of which machine you log in from.

STEP 2 - ADD CONTAINERS

You can create a hierarchy of containers to meet your reporting and access needs. Refer to
"Planning Ahead" on page 31. Do the following steps:

1. Select New Container under the Add icon.

& MNew Container

B ey Device

Q. Discover Devices

The New Container window is displayed.

2. Inthe New Container window, specify the new properties. The properties cover the new
container itself as well as the dashboard associated with the container.

CATEGORY OF PROPERTY DESCRIPTION

General Name associated with the new container.

Location Information used by geographic map on dashboard.

Enables custom branding on the dashboard and in

Branding reports

Contact Information Information displayed in contact banner.

Container Message Information displayed in the Message of the Day

banner.
Container Type One of None, Customer, Reseller, or Location.
Voice Quality Display Voice Quality (VQ) information or not.

For details, see:
« "Configuring Containers" on page 94
« "Moving a Container Structure" on page 95
« "Broadcasting a Message of the Day" on page 97



Step 3 - Add Users

« "Applying Branding" on page 98
3. Click the Create button.

STEP 3 - ADD USERS

CAUTION: Once a user has been added to a container, the user cannot be moved to another
container.

You can create additional users with varying privileges. Do the following steps:

1. Select Users under the Settings icon.

F +- 8- 2

£+ settings

A Alert Profiles
us @ t# (2 -

@ License Pool

The Users window is displayed. It displays your initial user account.

2. Click the Create New User button.
The New User window is displayed.

3. InNew User window, specify the new user's email address, first name, last name, and

password.

General
Email Address: jdoe@mycompany.com
First Name: Jane
Last Name: Doe|

Password
Password: sessssee
Confirm Password: ssssssee

Ensure you supply a valid email address.

Ensure the password contains at least eight characters and includes upper and lower case
characters, symbols, and numbers.

4. Assign administrative and general permissions as required for the new user. Refer to "User
Permissions" on page 46.

5. Click onthe Create button.
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USER PERMISSIONS

Mitel Performance Analytics users can be assigned various permissions to suite their administrative

46

needs.
ADMINISTRATIVE
PERMISSIONS DESCRIPTION
. Allows the account to add and remove containers, including changing
Containers . ) . .
their properties. If unchecked, that menu item is grayed out.
Allows the account to customize:
Branding « Thelogo used on the dashboard and reports.
« The brand name that appears besides the logo at the top of the
dashboard.
Allows the account to add and remove Mitel Performance Analytics
Users user accounts, including changing their properties. If unchecked, that
menu item is grayed out.
. Allows the account to add and remove devices, including changing their
Devices

properties. If unchecked, that menu item is grayed out.

Probe Installer

Allows the account to install Probes. If unchecked, Mitel Performance
Analytics does not supply the user with a configuration URL to
complete the Probe installation process.

Allows the account to:

« Add and remove alert profiles, including changing their

Alert Profiles properties.
« Silence alarms
If unchecked, that menu item is grayed out.
. Allows the account to add licenses to Mitel Performance Analytics, and
Licenses

to attach and detach from license targets.

License Policy

Allows the account to specify license policies. This capability is
restricted to Mitel or on-premise deployments of Mitel Performance
Analytics software.

Allows the account to modify default performance thresholds to

Thresholds

generate alarms.
MIB Allows users to upload MIBs to the MIB browser. See "Adding MIBs"
Management on page 236.

System Admin

Allows users to perform tasks such as registering Mitel Performance
Analytics, configuring an SMTP server, a Twitter account or a Twilio
SMS account. This permission is configured when Mitel Performance
Analytics is installed. See "System Administration Procedures" on
page 174.



Step 4 - Add Devices

GENERAL
PERMISSIONS DESCRIPTION
Edit Tickets Allows the account to edit trouble management information displayed in the
Alarms panel. See "Editing Trouble Management Information" on page 64.
Remote Allows the account to use Remote Access to access monitored devices. If
Access unchecked, connection attempts automatically fail.
Share Allows the account to share customized query views. See "Reusing
Views Custom Views" on page 87.
Advanced . . .
User Allows the account to do advanced operations on monitored devices, such
. as moving a user from one device to another.
Operations
Allows the account to use a shared account to log into a MiVoice Business
ESM. For details, see "Configuring Mitel Performance Analytics for
Shared MiVoice Business" on page 123 and "Connecting to MiVoice Business
SSO ESM" on page 186.
Credentials Note: Ensure you also grant Remote Access permission. Users require

both Remote Access and Shared SSO Credentials permissions to use a
shared account.

STEP 4 - ADD DEVICES

Devices may be added manually or through a discovery process. This section shows the manual
process. For details on discovering devices, see "Discovering Mitel Performance Analytics
Devices" on page 153.

The initial device to be added is generally a Probe device.
CAUTION: A Probe device must be configured for all devices to be monitored.

For users that have Mitel Performance Analytics installed on premise with their equipment, your
installation already contains a Probe and you cannot install another.

For service providers that have Mitel Performance Analytics installed in their data center, your
installation already contains a Probe. However, you can install more Probes. Typically, each
additional Probe monitors a particular customer.

For cloud-based users, you must install a Probe as part of your configuration.
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Do the following steps:

1. From a container or device dashboard, select New Device under the Add icon.

W Mew Container

B ew Device

Q, Discover Devices

The New Device window is displayed.

2. InNew Device window, select the device type from the dropdown list and click the Next
button.
The following table describes the possible devices types:

DEVICE
MANUFACTURER TYPE DESCRIPTION
Avaya IP . ) -
Avaya . Avaya IP Office 500, IP Office Server Edition
Office
Innovation Innline IP Innovation Technologies InnLine Voice Mail
MiVoice R
MX-ONE MiVoice MX-ONE
MX-ONE
Application MiVoice MX-ONE Application Server
Server
MiContact MiContact Center Business, all editions
Center
MiVoice " )
Office 250 MiVoice Office 250 PBX
MiVoice Mitel 3300 ICP, MiVoice Business, vMCD or MiVoice
Mitel Business Business Instance IP PBX system
MiCollab MiCollab server
MiVoice
Border MiVoice Border Gateway server, includes MiCollab
Gateway
MiVoice
Call MiVoice Call Recorder
Recorder

Software running on a server in an off-net network that
Probe enables Mitel Performance Analytics to monitor
devices in a remote network.
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DEVICE
MANUFACTURER TYPE DESCRIPTION
Basic IP . . . . .
Device Any device supporting basic SNMP functionality
Cisco or Adtran router, used to provide IP network
Router .
services
Other Server Generic Windows or Linux Server
Switch Managed Ethemnet switch (HP, Dell, Cisco, Avaya
(Nortel), and Extreme
UPS Uninterruptible Power Supply (APC Networked UPS)
. Path . .
Path Solutions . PathSolutions VolP Monitor
Solutions
Red Box RedBox
Recorders CR Red Box Call Recorder
VMWare ESXi VMWare ESXi server
Server

The properties sheet for the new device is displayed. For device configuration property
descriptions, see "Configuring Mitel Performance Analytics Devices" on page 111 and the
Mitel Performance Analytics System Guide. For details on moving a device to another parent
container, see "Moving a Device" on page 157.

3. Click the Save button.
Mitel Performance Analytics verifies connectivity to the device with the configuration you
entered.

STEP 5 - UPLOAD AND APPLY LICENSES

Mitel Performance Analytics includes a licensing framework to enable tracking of purchased and
authorized system capabilities. The licensing framework covers devices, software features,
capacity and services.

Mitel Performance Analytics has multiple trial license capabilities:

« AnAll Features Licensed trial is available that activates all features for all device types for a
30-day period. After the 30-day period, the system warns that licenses have expired and stops
providing the licensed capability. The All Features Licensed trial can only be activated once
per Mitel Performance Analytics system. After the trial period, all device type features are
suspended.

« Perdevice type feature trials are available for a 30-day period. After the trial period, the
system warns that licenses have expired and applies a 60-day grace period before the system
stops providing the licensed capability. If a trial period for one device type feature expires, you
can still activate a trial for another device type feature.
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If you have not already done so, use the trial period and the grace period to complete your order for
Mitel Performance Analytics with your supplier. If licensing has not been applied, Mitel Performance
Analytics features are suspended after the grace period ends. Suspended features are indicated in a
red banner on the dashboard and in the Licensing window of the root container.

Licensing, including trial licenses, begin to be enforced automatically shortly after initial installation.
The period varies but is no longer than 24 hours. Mitel recommends that you use this initial startup
period to set up Mitel Performance Analytics users, containers and devices. This step loads your
Mitel Performance Analytics system with the device types needed for trial licenses. Additional
devices can be added after licensing has been applied.

LICENSING FOR CLOUD-BASED USERS

Licensing for cloud-based users is automatic once their order is processed. You do not need to
upload and apply licenses.

LICENSING FOR CUSTOMER PREMISE USERS OR SERVICE
PROVIDERS

Customer premise users are users with Mitel Performance Analytics installed on-premise along with
their own equipment.

Service providers are users who access Mitel Performance Analytics through Mitel's Premium
Software Assurance and Support. Mitel Performance Analytics is installed on premise in a data
center.

For both types of users, the licensing action depends on choices made during installation.
Online Licensing

If you chose online licensing, registered your system, and registered a valid license ID to a
container, Mitel Performance Analytics downloads and applies licenses automatically. You do not
need to upload and apply licenses.

See also "Registering a License ID to a Container" on page 175.
Offline Licensing

If you chose not to register your system or to use offline licensing, then you need to manually
perform licensing tasks. Licensing tasks include providing a container GUID, uploading a license
policy file, uploading license files, and applying licenses.

For additional details on licensing, see the"Mitel Performance Analytics Licensing" on page 100.



Step 5 - Upload and Apply Licenses

ACTIVATING THE ALL FEATURES LICENSED TRIAL

Do the following steps:

1. Open the dashboard for the root container and select Licenses under the Settings icon:

ed for tech 'ﬁ Settings s

‘.‘ Alert Profiles
1 Users

i License Pool

hild S Ticket# [+
Ney === License Policy
Nes

@ Thresholds
MNet

The Licensing window for the root container is displayed. The License Status area shows
your license tier and the number of licenses currently associated with your system.

2. Toactivate the All Features Licensed trial, click the indicated link beside your license tier.

License Status:

License Tier: MPA (Cil .:' start All Features Licensed irial)

Adding devices after the start of the trial does not extend the trial period for that device type.

Mitel Performance Analytics generates and applies the trial licenses. The trial licenses expiry
date is displayed.

Mitel Performance Analytics then starts collecting performance and fault management data
from the device.
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ACTIVATING PER DEVICE TYPE FEATURE TRIAL LICENSES

Do the following steps:

1. Open the dashboard for the root container and select Licenses under the Settings icon:

d for tech -ﬁ- Settings Ind
‘.‘- Alert Profiles
1 Users
ﬂ License Pool
hild S Ticket# [+
Net License Policy
Met

@ Thresholds
Met

The Licensing window for the root container is displayed.

. Click See details under the License Status area.

License Status:
License Tier: NMEA _‘L' ick nere to start AV Features Licensed tral)

Licenses (required ! allocated): 0/ 0

The license details shows devices types where trial licenses are available and the status of
each of those licenses.

. Toobtain a per device type feature trial license, click the Start Trial button for any unlicensed

Mitel Performance Analytics device type feature that you want to use. Typically, you want to
start the trial license for your Probe and any other device types you have added to Mitel
Performance Analytics.

Adding devices after the start of the trial does not extend the trial period for that device type.

Mitel Performance Analytics generates and applies the trial license. The trial license expiry
date is displayed.

Mitel Performance Analytics then starts collecting performance and fault management data
from the device.



Alarm Categories

MITEL PERFORMANCE ANALYTICS ALARMS AND
ALERTS

In addition to reporting alarms from monitored devices, Mitel Performance Analytics generates
alarms for configured events or thresholds. Alarms are displayed on container or device dashboards
on an Alarms panel with appropriate graphic attention indicators. The expanded Alarms panel offers
tabs to present specialized information.

ALARM CATEGORIES

Mitel Performance Analytics reports the following categories of alarms:

« Device Alarms: Device alarms are alarms generated and reported by the devices and
applications that Mitel Performance Analytics monitors. Mitel Performance Analytics receives
the alarm information from the device or application and presents it on the Alarms panel.
When viewed from a container dashboard, the panel shows the device, alarm severity, on
time, and alarm details, as available.

« Threshold Alarms: Mitel Performance Analytics monitors certain performance parameters in
monitored devices and applications and is configured to generate alarms when thresholds are
exceeded.

« System Alarms: Mitel Performance Analytics generates alarms to indicate service problems.
Some examples are “Incorrect Credentials to access a Device” and “Device SNMP or ICMP
Unreachable”.

ALARM SEVERITY LEVELS

Mitel Performance Analytics supports the following alarm severity levels:

SEVERITY ICON MEANING

The system has detected a serious problem that severely

" °
Critical impairs the service and immediate attention is required.

Maior v A problem has been detected and is leading to the serious
J degradation of the service. Many users may be affected.

A minor problem has been discovered that may affect the

Minor fa service. This alarm is raised whenever the system is less than
100% operational.
Warning A potential or impending service problem has been detected

before any significant effects have been felt.
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SEVERITY ICON MEANING

The status of the device or service is indeterminate or unknown.
This event can occur in a number of situations:

This is a new device that has been configured in Mitel
Performance Analytics but has not yet been connected to it,
either directly or using a Probe.

There is a network communications failure between the device

Indeterminate i and Mitel Performance Analytics. This may be due to an

authentication error, a local network problem or an Internet
connectivity issue.

The Probe responsible for reporting the status of the device has
failed to communicate with Mitel Performance Analytics. In this
case, all of the devices being monitored by this Probe are placed
into the indeterminate state.

Clear « The system is functioning properly.

ALARM STATUS

An alarm can have the following status:

Note:

New: This is the initial status for all alarms.

Assigned: Mitel Performance Analytics changes the status to Assigned when you enter
trouble ticket information for the alarm.

Monitor: Use this status for an alarm currently being monitored.

Resolved: Use this status when the issue that caused the alarm has been resolved. Setting
the alarm to Resolved also registers the ticket end time.

Dispatched: Use this status when you need to dispatch resources to investigate or resolve
the issue

8x5: Use this status for an alarm that is processed only between the times of 8:00 am to 5:00
pm in the customer’s local time zone.

Cleared: This status indicates an alarm that has been cleared by the device that generated
the alarm.

Forced Clear: This status indicates an alarm that has been cleared by Mitel Performance
Analytics instead of the device that generated the alarm.

Acknowledged: Some alarms, such as those dealing with connectivity, persist on the Alarms
panel even after they are cleared. You must acknowledge them before they are removed. See
"Acknowledging Alarms" on page 66.

Hidden: Use this status to hide an alarm from the dashboard alarm list. See "Hiding and
Unhiding Alarms" on page 65.

The status of an alarm can be set manually with the Edit Alarm Information panel or

automatically by Mitel Performance Analytics.



Alarm Panel and Tabs

ALARM PANEL AND TABS

Every device or container dashboard contains an Alarms panel. The following is an example of an
Alarms panel for a container dashboard.

Alarms

Date

Aug 25 2:10 AM
Aug 16 8:47 AM
Aug 16 8:41 AM
May 4 2:46 PM
May 4 2:46 PM
May 4 2:46 PM
Apr 13 4:20 PM
Apr 13 4:20 PM

Message

1 out of 4 SIP Link Alarm unavailable

1 out of 3 Stale Tasks unavailable

0 out of 496 SDS Sys Data unavailable.
1 out of 1 CESID Alarm unavailable
SDS Sharing Errors reported by system.

1 out of 1 E2T Comms unavailable.

Device

vMCD 218.39
MXed5.218 245
vMCD 218.39
MXed5.218.245
MXed5.218.245
MXed5.218.245

Lim 1, Unit AL: Incrementation alarm for alarm severity 0 Lyta-LocalMX1

Lim 1: LIM reloaded and restarted

Lyta-LocalMx1

Child Grandchild Status QOwner Ticket Q)=
East Coast Office New P NI
East Coast Office New * S L X
East Coast Office New * /L ® X =
East Coast Office New * L e X
East Coast Office New * AL e x
East Coast Office New * Sl e x
MX-ONE Local New *k S L m X
MX-ONE Local New *k AL ® X

Note: The Alarms panel for a device dashboard presents only a subset of available functions.

The alarm list is updated every 5 minutes or when specific traps are received from certain devices;
such as a MiVoice MX-ONE, a MiVoice Business, or a router. The device sends an Alarm
Notification trap when an alarm condition is detected or cleared by the device. If a new alarm arrives,
the alarm list automatically shows the most recent alarms. Bolded alarms are those generated for
the current day.

Click on

the

Expanding the Alarms panel displays tabs with specialized information:

icon in the top right corner of the Alarms panel to expand it and see its tabs.

« The Alarm Analytics tab shows user-customized alarm information, as follows:

‘ Alarm Analytics ‘ Alarms | Event Timeline Xz | 15 || ®ar | o | | @ %
V_ = W | viewMenu-  Show Ratings No View Selected | Show Related |~ | Thelistisuptodate | ¢
Drag a column header and drop it here to group by that column
My Views: Start Time @ EndTime @ Message @ Severity @ Device
R
b7 [RTRIIETTTR /‘C. T pug 25210 AM 1 out of 4 SIP Link Alarm unavailable- MINOR WNICD 21839
@ ¥ Ny Favorite £O0m
N Aug 16 8:47 AM 1 out of 3 Stale Tasks unavailable. MAJOR MXed5.218.245
Shared Views:
Aug 18 8:41 AM 0 out of 496 SDS Sys Data unavailable MINOR vMCD 218 39
¥ My Favorite ®
May 4 2:46 PM 1 out of 1 CESID Alarm unavailable. MINOR MXe45.218.245
May 4 2:46 PM SDS Sharing Errors reported by system MAJOR Mxed5 218 245
May 4 2:46 PM 1 out of 1 E2T Comms unavailable. MAJOR MXed5.218.245
Apr134:20 PM Lim 1, Unit AL: Incrementation alarm for alarm severity 0 WARNING Lyta-LocalMX1
Apr 13 4:20 PM Lim 1: LIM reloaded and restarted WARNING Lyta-LocalMX1
Apr 13 4:20 PM Lim 1: Rollback of Idap data successful WARNING Lyta-LocalMX1
Apr 13 4:20 PM Lim 1, Unit YSSAM: Exchange data reloaded WARNING Lyta-LocalMX1
Apr 13 4:20 PM There are analyzed core files to report WARNING Lyta-LocalMX1
Apr134:20 PM MarVWatch Probe (192.168.218.100) is not set as SNMP Trap destination INDETERMINATE  Lyta-LocalMX1

« The Alarms tab shows an expanded view of the alarm panel with further detail on current and

historical alarms as follows:

Alarm Analytics ‘ Alarms ‘ Event Timeline 0 Hidden 2191 Cleared
SanTime  End Time Message Device Child Grandchild Duration  Staws  Owner Ticket Number
May 1 11:29 AM Veice Quality below threshold. WCD Tik VQ & Packet Loss 2m 21s New xo s
May 1 10:44 Interface Trunk )
AM Voice Quality below threshold MiVB_Customer Missing Set 47m 19s New * @S2
May 10 8:18 AM SNMP unreachable Teleworker_Gateway ~ VQ & Packet Loss 193h2m  New xo s
May 10 8:18 AM SNMP unreachable AutoCaller Interface Trunk W3 tm New xo s
Missing Set
May 10 7:26 AM CoaaPE R e ey systemProbe 1dd4hdm  New x@ s
exceeded.
e
May9621AM  May 107:25AM systemProbe 1¢thdm  Cleared xo L
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« The Event Timeline tab shows alarms on a graphic timeline, as follows:

Alarm Analytics || Alarms || Event Timeline 0 Hidden 2191 Cleared | | %

Apr May Jun

May 12 May 13

A 1 SIP Lint
. ¥ 1SIPLin
. A 1SIP

¥ 1SIPLincAlam s, 1 SIP Link Alam u/a. 'Y/ 1 SIP Link Al W 1 SIP Link Alam u/a.

i A 1SIPLinkAlarm wa. A 1SIP Link Alsrm wia. A 1SIP Link Alarm wia. A 1 SIP Link Alsrm w/a. A 1 SIP Link Alarm ula

. W 1SIP Link Alarm wa. ' 1 SIP Link Alsrm w/a. W 1 SIP Link Alarm wa. ' 1 SIP Link Alarm u/a. 1 SIP Link Alarm ula. Vaice Quality below threshald, o

ALARM FILTERING

Device and container dashboards contain alarm filter buttons above the Alarms panel. The following
is an example.

‘ T 5 |<> 5 ".ﬂ 3 "V 3 |'D 0 | &= 0 © 46 | | Hide Alarms Older Than | 1 Hour X My Alarms * My Favorites

The filter buttons on the left display the number of Indeterminate, Warning, Minor, Major, Critical and
Hidden alarms.

Clicking a filter button controls whether those types of alarms are displayed. In the previous graphic,
only warning, minor, and major alarms are displayed. Similarly, the Alarms panel can be filtered to
hide alarms that are older than one hour, one day, or one week.

Click the Hidden filter button to include or exclude hidden alarms from the Alarms panel. To quickly
isolate hidden alarms, click the Visible filter button located beside the Hidden filter button. The
Visible filter button displays the number of visible alarms.

Clicking the My Alarms filter button displays only the alarms where you are the owner.

Clicking the My Favorites filter button displays only the alarms that are of particular interest to you.

ALARM ANALYTICS

The Alarm Analytics tab allows you to customize your alarm management environment to help you
see more easily the alarms that matter most to you. Alarms analytics allows Mitel Performance
Analytics to learn from your behavior and from the behavior of other users to optimize how alarm
information is presented. The alarms that are deemed to be the most important to you are shown
first.

On the Alarms Analytics tab, alarms are presented according to their rating, which is a measure of
the alarm’s importance to you. An alarm’s rating trends up when the following types of events occur:

« Thealarmis assigned to you or someone else.
« Thealarm is assigned a trouble ticket number or a trouble ticket is updated.
« You flag the alarm as a favorite.

« You click through to a sub-container or device from the Alarms panel of a parent container
dashboard.

An alarm’s rating trends down when the following types of events occur:

« Analarm is hidden or cleared.
« You unflag the alarm as no longer a favorite.
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These actions are monitored at three levels: your actions, all actions performed on alarms that share
alabel, and all actions performed by users globally, across the entire MPA system.

Click on the Show Ratings button to display the current alarm rating trend. In the following example,
the top two alarms have a high rating due to a medium organization trend ( &) ) and a high label trend

( A2 ), even though there is no personal trend ( ) | )-

£ W ViewMenur ShowRelated | » Thelistisuptodate ¢
Drag a column header and drop it here to group by that column
1 A Q@ Start Timea (¥ EndTime @ Message

. . Apr 15 10:29 AM MarWatch Probe (10,1
- . Apr 15 10:32 AM MarWatch Probe (10 -
(] [ | Apr211220 AM | Apr211235AM | 10.0.2.42 IP SLA Pac
i [ | Apr21220 AM  Apr212:30 AM 10.0.2.42 IP SLA Pac
l . Apr21320AM | Apr213:30 AM 10.0.2.42 IP SLA Pac

ALARM ANALYTICS OPERATIONS

Use the Alarm Analytics tab to customize your alarms work environment for maximum
effectiveness.

Like the Alarms panel, clicking the entries under Device, Child or Grandchild displays the
dashboard for that container or device.

MANAGING ALARM LABELS

An alarm’s rating is partially determined by actions performed on alarms that share a label. Labels
are conceptually similar Twitter hashtags. Mitel Performance Analytics use labels to measure how
an alarm’s importance is trending.

You can assign a label to yourself to tell Mitel Performance Analytics you are particularly interested
in that label, similar to following a Twitter hashtag.

Use the Edit Alarm Information panel to:
« Seewhat labels are assigned to an alarm
« Add or remove a label from an alarm
« Assign alabel to yourself
« Define new labels

To display the Edit Alarm Information panel, double-click the alarm on hte Alarm Summary or click
its Editicon. The following is an example.
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Edit Alarm Information

Start Time End Time Message Device Child Grandchild

Duration
10.0.2421P
: SLA Packet
Tue 7:26 AM Loss threshold systemProbe 1d Th 1m
exceeded.

Status

Assigned
Owner
Felix Belisle (foelisle@martellotech com)

Ticket Information

Number: 13587

URL:

Alarm Labels

Assigned Operations |«

Add Labels v Add Label

To assign a label to the alarm, select the label from the drop-down list and click Add Label.

Use the label name menu to remove the label from the alarm, or assign the label to yourself, as
follows:

Cusiormer AfSecting -

Remave label

Assign label to me




Alarm Analytics Operations

To define a new label, do the following steps:

1. Click on the label drop-down list.

Ticket Information

Mumber:

URL:

Alarm Labels

Assigned

Operations
Voice Metwork

Customer Affecting

Add Labels . Add Labe

2. Enter the new label name in the blank field at the top.
3. Press Enter.

FILTERING THE ALARM ANALYTICS TAB

By default, the Alarm Analytics tab filters out hidden and cleared alarms. To display them, click on
the Hidden or Cleared buttons in the top right corner.

The filtering icon @ in a column header indicates that the data can be filtered. Click on it to display
the filtering menu. The filtering menu displays a variety of matching operations to restrict the display.

For example, an unfiltered Alarms Analytics tab can yield a table with many rows. To filter the
display to show just alarms from Cisco devices, open the filter menu on the Devices column and use
the following filter settings:

Show items with value that

Contains v
Cisco

And »

Is equal to v

Use the Clear button to remove the filter and display the full set of query data. A filtering icon with a
dark background indicates that a column has afilter.

GROUPING DATA ON THE ALARM ANALYTICS TAB

To group data, drag a column header to the row above the column headers.
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For example to group the data by Device, do the following:

1. Drag the Device column header to the row above the column headers:

= View Menu- Showr FLatings
Di # Device
Start Time End Time

May 11 1 |
nd 459 Device colurmn

Ma? 10 8:19 header

May 10 8:19 AM
May 10 7-26 AM

May 3 6:21 AM May 10 7:25 AM

1ere to group b

® Mes

that column

Place column header
in top row harg.

1\Irl:li

SHMP unreachable
10.0.2 42 IP SLA Packet Loss threshold excesded.

10.0.2. 42 IP SLA Packe! Loss threshold exceeded

May & 12:51 PM Lim 2, Unit SYSSAM: Exchange data reloaded

The data is rearranged as follows:

= W R = L up a
_| e s
Start Torrw @ End Tima @ Meysage & Seanty & Dwace

@ Devize: MBG Cumcseriatewsy L & ¥ %

My 7 T 55 PM Mgy 3 K0T AW MOETERMIMATE  MBG_CustoserGabiminy

lary 7 4 10 PM My 7 522 PMl MOETERMIMATE  MBG_CustoserGabiminy

Agr 26 1335 AW Agk 26 133 AM Lipkrra Splow Srpaboki CRIMCAL NBG_Cusloserlabwiny
@ Davice: WIVE Cosinmes L & 0 &

Bty & 230 P Blggang wed DM 4110, WA 4190 FE DG DA L WYV Cuginmer

Moty 4 T30 PM Mlsggang wad DPC 4005, WAL 4709 FIEDC A 599 Wt MWE _Cusiomar

My 2 T 55 PM Moty 3 BOT A MOETERMIMATE ~ MWVE_Custoemer

Mlary 2490 PM Mty 2 522 PM MOETERMIMATE = MVE_Custome

Groupings can be nested. For example, to further group by alarm severity, do the following:

1. Drag the Severity column header to the row above the column headers where the Device
column heading is:

] View Menu- Show Ratings

« Device =
Start Time

4 Device: MBG_CustomerGate

Severity column

May 2 7:55 PM May 3| header

May 2 4:10 PM May 2 5:2 & nof reporting

Apr 26 12:25 AM Apr 26 12:30 AM Uptime below threshold

i Yoscico: BESYPEY ™, .rs |
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The data is rearranged as follows:

ol

- rd Tims T Maszage T G -

+ Severios NOETERMINATE L & = ®

MOETERMMATE  WIBG_Cust pome 5ol swiry
4 Severity: CRITICAL L & = &
CRMCAL WG G rema Gl ewiwy
 Davios: MIVE Customes L & ¥ #
+ Seweriny: INDETERMINATE & o
MOETERMIMATE  WWE_Cumeensi
MOETERMINATE  WVE_Cusiomer

4 Seweriny: MINOR & & = &

Once alarms are grouped, you can perform operations that affect all the alarms that are in the group.
Use the icons beside the group name. The following is an example:

4 Device: MX945.218.24@
Aug 22 3:03 PM SHMP unreachable
Aug 16 8:47 AM 1 out of 3 Stale Tasks unavailable.
May 4 2:46 PM 1 out of 1 CESID Alarm unavailable.
May 4 2:46 PM SDS Sharing Errors reported by system.
May 4 2:46 PM 1 out of 1 E2T Comms unavailable.

When editing a group of alarms, any new information input with the Edit Alarm Information panel is
applied to all alarms in the group. However, all other fields remain untouched. For example, if the
Ticket Information number is set to 1350 and the URL field is left blank and untouched, only the
number field is updated in all the alarms. If some of the alarms had information in their URL field, that
URL information remains unchanged despite having left it blank in the Edit Alarm Information
panel.

REARRANGING COLUMNS ON THE ALARM ANALYTICS TAB

Rearrange the column sequence by clicking the header of the column you want to move and
dragging it to the new location.

ALARM VIEWS

The Alarm Analytics tab allows you to save your customized views and share them.

By default the Alarms Analytics tab displays saved views. Click on the Views icon ( = ) to hide or
show saved views.

To apply a view, click on its name.

To save a view, do the following steps:

1. Click on the View menu and select Save View As:
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2.

A view is owned by the user who created it. Only that user can modify or delete it. Views are
associated with the container where the owner logs in. Views are shared with anyone who can
access that container or any subcontainer. You can always access your views regardless of the

Alarm Analytics Alarms Event Timeline

= View Menu- Show Ratings

Drag a |: t here to grg

Fat " = Y — 1T P Ea

In the resulting Confirm Action dialog, provide a name for your view and click OK.

container you are working in.

The following icons are associated with saved views:

ICON NAME FUNCTION
Q Globe Indicates that a view is shared
Favorite Indicates the default view
s Rename Rename the view
e Share Share the view.
® Unshare Stop sharing the view.
@ Trash Delete the view..

The Share, Unshare, and Trash icons have equivalent items under the View menu.

DISPLAYING TIME-RELATED ALARMS

Use the Show Related function to display alarms that occurred at a similar time to an alarm of
interest. This capability can help display related data to help troubleshoot a potential issue.

The Alarm Analytics tab offers varying time periods. The time period is centered on the occurrence
of the alarm of interest. For example, if the alarm of interest occurred at 10:00, selecting a time of 2

minutes displays alarms that occurred from 9:59 to 10:01.

The Show Related function temporarily overrides any filtering currently in use. For example, if you
use a custom view that uses a filter to show only MiVoice Border Gateway alarms, using the Show
Related function displays alarms from all devices in your network. When you cancel the Show
Related function, your view returns to displaying only MiVoice Border Gateway alarms.

Use the dropdown list beside the Show Related button to select the time period of interest.
Click the Show Related button to invoke the function. Click it again to cancel the function.

For example, the following shows the Alarms Analytics tab displaying only MiVoice Border

Gateway alarms.
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View Menuw Show Ratings My Favorite View (edifed) Show Related  ~ Thelistisuptodate | ¢
- Device x
Start Time @ End Time @ Message @ Severity a @ Device
4 Device: MBG_CustomerGateway L @ %X *
May 2 4:10 PM May 2 5:22 PM Probe nof reporfing INDETERMINA... MBG_CustomerGateway
May 2 7:55 PM May 3 12:07 AM Probe nof reporting INDETERMINA...  MBG_CustomerGateway
Apr 26 12:25 AM Apr 26 12:30 AM Uptime below threshold. CRITICAL MBG_CustomerGateway
4 Device: Teleworker_Gateway L @ X *
May 2 4:10 PM May 2 5:22 PM Probe not repor INDETERMINA Teleworker_Gateway
May 2 7:55 PM May 3 12:07 AM Probe nof reporfing INDETERMINA... = Teleworker_Gateway
May 10 8:19 AM SNMP unreachable INDETERMINA... = Teleworker_Gateway
Apr 26 12:20 AM Apr 26 12:25 AM Uptime below threshold. CRITICAL Teleworker_Gateway
4 Device: vMBGB L @ % *
May 2 4:10 PM May 2 5:22 PM Probe nof reporting INDETERMINA vMBGa
May 2 7:55 PM May 3 12:07 AM Probe nof reporfing INDETERMINA...  vMBGS

Invoking the Show Related function for a 10-minute period centered on one of the critical alarms
results in the following display showing both MiVoice Business and MiVoice Border Gateway
alarms.

View Menus Show Ratings My Favorite View (edited) -~ | Thelstisuptodate |¢&
- Device X
Start Time @ EndTime @ Message @ Severity a @ Device
4 Device: MBG_CustomerGateway L @ % *
Uptime below threshold. CRITICAL MBG_CustomerGateway
4 Device:vMCD Tik L @ % *
Apr 26 12:20 AM Apr 26 1:20 AM 2 out of 3 SIP Link A MAJOR wMCD Tik

DISPLAYING THE ALARM LOG

The alarm log shows all operations that have occurred on an alarm of interest. By studying the log,
you can gain insights on why it ranks high or low on your filtered list of alarms. Click the Log icon (

N ) to show or hide it at the bottom of the Alarm Analytics tab. The following is an example.

‘ Alarm Analytics | Alarms || Event Timeline %1z [ vis || mar [ o7 | (@)%
V_ 1] View Menuw Show Ratings No View Selected Show Related  ~ The listis up to date | ¢
Drag a c r and drop it here to group by that column
My Views: StatTime @ EndTime @) Message @ Sewerty @ Device
;=
* Favorite SNMP /_ ¢ B aug252:10AM 1 out of 4 SIP Link Alarm unavailable. MINOR WMCD.218.39
Q@ ¥ Wy Favorite SOm
) Aug 16 8:47 AM 1 out of 3 Stale Tasks unavailable MAJOR MXed5. 218 245
Shared Views:
Aug 16 8:41 AM 0 out of 496 SDS Sys Data unavailable. MINOR vMCD.218.39 F
* My Favorite (€]
May 4 2:46 PM 1 out of 1 CESID Alarm unavailable. MINOR MXed5. 218 245
SDS Sharing Errors reported by system. MAJOR MXed5.218.245 L
May 4 2:46 PM 1 out of 1 E2T Comms unavailable_ MAJOR MXed5. 218 245
Apr 13 4:20 PM Lim 1, Unit AL: Incrementation alarm for alarm severity 0 WARNING Lyta-LocalMx1
Apr 13 4:20 PM Lim 1: LIM reloaded and restarted WARNING Lyta-LocalMx1
Apr 13 4:20 PM Lim 1: Rollback of Idap data successful WARNING Lyta-LocalMx1 il
4] L »
" DDEE
Date Log Message
Aug 22 1027 AW Narm mfnrmlatlnn has been changed by felix@iyta mamwatch. net
Status : New [+]
Aug 22 10:27 AM Label Customer Affecting was added by felix@lyta.marwatch.net.
Aug 21 2:08 PM Alarm is no longer silenced by felix@lyta. marwatch.net. Alarm is no longer hidden by felix...
Aug 21 1:51 PM Alarm was silenced by felix@lyfa mamwatch.net. Alarm was hidden by felix@lyta. marwatc
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ALARM MANAGEMENT OPERATIONS

The following icons are available on the Alarm Analytics tab and the Alarms panel on a container
dashboard. Use these icons to perform operations on individual alarms. To perform alarm operations
from a device dashboard, access the Alarm Analytics tab.

ICON NAME FUNCTION
* Favorite Mark the alarm as a favorite.
£ Edit Edit related alarm information
| Assign Assign alarm to me
Hide Hide the alarm
L Unhide Unhide or show the alarm
- Silence Silence the alarm
b Unsilence Unsilence the alarm
X Acknowledge Acknowledge or clear the alarm

As well, the Alarms panel allows you to show or hide ticket information for a trouble management
system. To do so, click the red + icon in the top right corner of the panel, as follows:

|
£ L P X B

The setting to show or hide ticket information is stored as a browser cookie and is retained for future
Mitel Performance Analytics sessions when you log in from the same computer and browser.

You can sort alarms by clicking the column title.

EDITING TROUBLE MANAGEMENT INFORMATION

The Alarms panel and its tabs display Status, Owner, and Ticket Number information fields to
assist in trouble management. Use the Edit Alarm Information panel to edit trouble management
information.

There are multiple ways to display the Edit Alarm Information panel:

« From the Alarms panel of a container dashboard, double-click the alarm or click its Edit icon.
« From the Alarms Analytics tab, click its Editicon.
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« From the Alarms panel of a device dashboard, access the Alarms Analytics tab and click its

Editicon

The following is an example of the panel.

Edit Alarm Information

Start Time End Time Message Device

10.0.2421P

SLA Packet
Tue 7:26 AM Loss threshold systemProbe

exceeded.

Status

Assigned -

Owner

Felix Belisle (fhelisle@martellotech.com)

Ticket Information

Number: 1357

URL:

Alarm Labels

Assigned Operations =

Add Labels

Child

Grandchild

Add Label

Duration

1d 7Th 1m

From the Edit Alarm Information panel, you can:

L]

Hide an alarm by clicking its

Change the status of a ticket

Note: Only some statuses are available through the Edit Alarm Information panel. The other
alarm statuses are set automatically by Mitel Performance Analytics.

Assign a ticket and select the assignee from a dropdown list.
Enter a ticket number that matches the ticket number in your own ticket management system
Enter a URL to the ticket in your own ticket management system

HIDING AND UNHIDING ALARMS

=

above the Alarms panel. You can unhide an alarm by clicking its ** icon.

icon. Hiding an alarm increments the Hidden filter button located
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The icons are available on the Alarms panel of a container dashboard and on the Alarm Analytics
tab. From a device dashboard, access the Alarm Analytics tab to see the icons.

Click the Hidden filter button to include or exclude hidden alarms from the Alarms panel. To quickly
isolate hidden alarms, click the Visible filter button located beside the Hidden filter button. The
Visible filter button displays the number of visible alarms.

SILENCING RECURRENT ALARMS

Silencing an alarm means hiding all present and future instances of a particular type of alarm,
regardless of the type of device that generated it. Typically, this is done to declutter your Alarms
panel so you can focus on the alarms that you are interested in. For example, a person monitoring
traffic routing may not be interested in Missing Set alarms. Silencing alarms also prevents alerts on
those alarms from being sent.

Click the ™ icon to silence that alarm type. Alarms are silenced only for the person that invokes

this function. Use the Hidden and Visible filter buttons to quickly isolate hidden alarms. Click on the

“" icon to unsilence an alarm type.

The icons are available on the Alarms panel of a container dashboard and on the Alarm Analytics
tab. From a device dashboard, access the Alarm Analytics tab to see the icons.

Silenced alarms still appear in quick queries and reports.

ACKNOWLEDGING ALARMS

Some alarms, such as those dealing with connectivity, persist on the Alarms panel even after they
are cleared. You must acknowledge them before they are removed.

Cleared alarms appear on the Alarms panel with a lighter font and the alarm message is italicized.

Alarms that require an acknowledgement have an * icon at the extreme right of the Alarms panel of
a container dashboard and on the Alarms Analytics tab. From a device dashboard, access the
Alarm Analytics tab to see the icon. Clicking the * icon acknowledges the alarm and removes it
from the Alarms panel.. However, the alarm is still visible in the Alarms tab view. See "Alarm Panel
and Tabs" on page 55.

Alarms can only be acknowledged by users with permissions to edit trouble ticket information. The
audit log records whenever an alarm is acknowledged.

TRAP DIRECTED POLLING

66

Arriving SNMP traps can be used to trigger immediate device polling. Alarms are then raised or
cleared based on the poll results. This capability allows for closer and more responsive monitoring of
critical devices.

This capability is currently restricted to SNMP linkDown and linkUp traps. To customize for other
SNMP traps, contact Mitel support.
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ALERT PROFILES

Alert profiles offer the ability to configure the system so it provides notification of an alarm when
certain conditions are met. Notifications can be sent to an email address, to a desktop, by SMS, by
Twitter Direct Message, or by a SNMP trap.

Multiple formats can be used for a single alarm. For instance you can set up an alert profile so you
are notified by email for all major and critical alarms during working hours and by SMS for critical
alarms only after working hours.

CAUTION: If Mitel Performance Analytics has not been configured with SMS and Twitter
notification capabilities, then Alerts configured to be sent by SMS or Twitter fail with a logged error
message. See "Configuring a Twitter Account" on page 179 and "Configuring a Twilio SMS Account"
on page 180.

CONFIGURING ALERT PROFILES

Do the following steps:

1. From a container dashboard, select Alert Profiles under the Settings icon.

twork. .a. Settings advance
A Alert Profiles
".Umm
ech.com 2%
Confirt i License Pool 12345 i

The Alert Profiles window is displayed.

2. Click the Create New Alert Profile button.
The New Alert Profile window is displayed.

3. Inthe New Alert Profile window, specify the properties for the new Alert profile.
*  Profile name: Descriptive name for the profile.

* Recipients: Alerts can be sent to multiple recipients by email, desktop notification, SMS,
Twitter or SNMP. Enter the recipient addresses in the Recipients list. For multiple
recipients, separate addresses by commas or enter them on separate lines.

Alert destination formats:

*  Email: Email is the default Alerting method. To send an email alert, use the address

format: emailaddress@fgdn
Example:
Use email@alertreceiver.com to send email Alerts to email@alertreceiver.com if the
Alert conditions are satisfied.

Note: An SMTP server must be configured to use this functionality. See "Configuring
the SMTP Server" on page 178.

+ Desktop: To send notifications to your desktop use the address format:
desktop:MPALoginEmailAddress@fqgdn
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Example:
Usedesktop:fbelisle@mitel.comtosend desktop notifications to the user
logged into Mitel Performance Analytics using the email address fbelisle@mitel.com.

The supplied email address must be the one used to log into Mitel Performance
Analytics. To receive desktop notifications, you must be logged into Mitel Performance
Analytics and you must have enabled notifications for the particular browser you are
using. If you have multiple sessions to Mitel Performance Analytics with multiple
browser types, Mitel recommends that you enable notifications for each type of
browser.

If you have permissions to create and edit Mitel Performance Analytics users, then you
can also specify their login email addresses as destinations. To see which user
accounts you can control, select Users from the Settings menu. See "Step 3 - Add
Users" on page 45

» SMS: Tosend an SMS or Text Message Alert use the address format: sms: (country
code) phone number
The country code is optional. If you do not supply it, the system assumes a default
country code of 1 (North American Numbering Plan Area). Numbers may contain +, (, ),
. and - characters.

Examples:
Use sms:16135551212 to send SMS alerts to +1-613-555-1212 (Canada).
Use sms:+44 (877)321-4321 to send SMS alerts to +44-877-321-4321 (UK).

Note: A Twilio SMS account must be configured to use this functionality. See
"Configuring a Twilio SMS Account" on page 180.

»  Twitter: To send a Twitter Direct Message Alert use the address format:
twitter:@twitterusername
To receive a Twitter Direct Message, the destination Twitter account must be set up to
follow the Mitel Performance Analytics Twitter account: http://twitter.com/MarWatch

See http://support.twitter.com/groups/31-twitter-basics/topics/108-finding-following-
people/articles/162981-how-to-follow-others for instructions on how to follow the Mitel
Performance Analytics account.

Examples:
Use twitter:@mitelreseller tosend Twitter Alerts to @mitelreseller.
Use twitter:@vartechsupport tosend Twitter Alerts to @vartechsupport.

Note: A Twitter account must be configured to use this functionality. See "Configuring
a Twitter Account" on page 179.

»«  SNMPV1 or v2:To configure SNMPV1 or v2 trap sending, enter a recipient in the format:

snmp: [//] [community@]host[:port]
The default community string is pub1ic. The default portis 162.
Examples:
Use snmp://private@10.10.10.25:1062 tosend SNMP traps to IP address
10.10.10.25,port 1062 withCommunity String = private.
Use snmp:10.10.10.25 sends SNMP traps to IP address 10.10.10.25, port 162
with Community String = public.

* Notify on Clear: When activated by clicking the selection box, this option sends an Alert

notifying that an alarm has been cleared.


http://twitter.com/MarWatch
http://support.twitter.com/groups/31-twitter-basics/topics/108-finding-following-people/articles/162981-how-to-follow-others
http://support.twitter.com/groups/31-twitter-basics/topics/108-finding-following-people/articles/162981-how-to-follow-others
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» Digest: This option is useful in reducing the number of Alerts for related alarm conditions
on a device. If this option is selected, then when a matching alarm event occurs Mitel
Performance Analytics waits 30 seconds before sending you an Alert email. The Alert
email contains information on the triggering alarm event and other related alarm events that
occurred during the 30-second wait period. Mitel Performance Analytics then waits for the
configurable digest period before sending you subsequent Alert emails. Besides containing
alarm information, the Alert emails summarize the overall status change for the device.
The Digest option only applies to email notifications.

» Severity: Alarms are sent based on the severity chosen and any alarms with a higher
severity. For instance, if you choose Minor, then the profile matches minor, major and
critical alarms.

*  When: Choose between Week-Days, Weekends and Any Day between particular hours.
For example, one account administrator can create a profile that sends alerts only on week
days, between 8:00 am and 5:00 pm.

* Time zone: Select the time zone for the profile.
+ Enabled: Select the check-box to activate this profile. To disable, deselect the check-box.
4. Click on the Save button.

5. If applicable, configure any email spam blockers to allow Mitel Performance Analytics email
notifications. See "Email configuration" on page 69.

EMAIL CONFIGURATION

Receiving notifications from Mitel Performance Analytics is an important part of being proactive in
performance monitoring. Alarms and reports being blocked by spam filters or being redirected to a
spam inbox can mean a late response to an important event.

To avoid such delays, all Mitel Performance Analytics email sources must be whitelisted by
customers to prevent spam filters from acting on them.

Mitel Performance Analytics email sources include;

« reports@marwatch.net

« alarms@marwatch.net

« support@martellotech.com

« for Mitel Performance Analytics Plus on-premise users, any From and Reply-to email
addresses configured during installation. See "Configuring the SMTP Server" on page 178.

For each of the previous email addresses:

1. Add them to your email contact lists.
2. When a corporate spam filter is in use, add them to the trusted whitelist.

THRESHOLD ALARM MANAGEMENT

Mitel Performance Analytics allows you to configure performance thresholds to generate alarms
when the thresholds are crossed. The following alarm severities are related to performance
thresholds:

« Warning — No immediate impact, but abnormal device behavior detected
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« Minor— Non performance impairing
« Major — Performance impairing
« Critical — Device out of service

For each alarm severity level, the system applies value and time hysteresis to reduce the number of
spurious alarms.

For example, the system can generate a minor alarm for IP SLA when packet loss is = 2% for at
least 10 minutes. The alarm is cleared when packet loss < 2% for at least 5 minutes.

Performance thresholds can be set for the following parameters:

« Probe check-in time

« |IP SLA packet loss

« Ping (ICMP) round-trip time
« Ping (ICMP) packet loss

o CPU usage

« Memory usage

« Interface availability

« Bandwidth utilization

« Windows service inactivity
« Voice Quality R value

Windows service thresholds can be set per device by specifying the Windows Service(s) to be
monitored.

Interface thresholds (for availability and bandwidth utilization) can be applied to the following
interface types:

o ds1- 1.5 Mbps serial interface

o ds3-45Mbps serial interface

o €1-2.0 Mbps serial interface

« ethemetCsmacd

« pppMultilinkBundle

« propPointToPointSerial

« hdic

« sdlc

THRESHOLD CONFIGURATION

To set performance thresholds for a series of devices, you must first determine which Probe is
monitoring those devices.

System performance thresholds are configurable from the container of the Probe that is monitoring
the devices; or that container's parent containers up to the root of the container structure. A system
administrator can set system wide-thresholds at the root container of a structure. The system
thresholds apply to all Probes in the container structure; and therefore to all devices in the system. A
local administrator, who has access to just a few containers with just one Probe for example, can set
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thresholds for just the containers and the single Probe they can access. The local threshold settings
apply to just the devices monitored by the local Probe.

Performance thresholds are applied hierarchically throughout a container structure. A threshold set in
a lower container in the hierarchy overrides the same threshold set higher in the hierarchy. For
example, a system administrator can set the following system thresholds for bandwidth utilization:

« Raise a minor alarm when utilization = 75% for longer than 20 minutes; clear the minor alarm if
it drops to < 70% for longer than 10 minutes
» Raise a major alarm when utilization = 85% for longer than 20 minutes; clear the major alarm if
it drops to < 80% for longer than 10 minutes
The previous thresholds apply to all Probes and monitored devices in the system.

A local administrator who can access a single Probe, called Probe A for example, can set the
following thresholds from Probe A’s container:

» Raise a minor alarm when utilization = 65% for longer than 15 minutes; clear the minor alarm if
it drops to < 60% for longer than 10 minutes

« Raise a critical alarm when utilization = 95% for longer than 10 minutes; clear the critical alarm
if it drops to < 90% for longer than 15 minutes

As aresult of the previous settings, Mitel Performance Analytics generates the following alarms for
the devices monitored by Probe A:

» Raise a minor alarm when utilization = 65% for longer than 15 minutes; clear the minor alarm if
it drops to < 60% for longer than 10 minutes (set locally)

« Raise a major alarm when utilization = 85% for longer than 20 minutes; clear the major alarm if
it drops to < 80% for longer than 10 minutes (inherited from the system thresholds)

« Raise a critical alarm when utilization = 95% for longer than 10 minutes; clear the critical alarm
if it drops to < 90% for longer than 15 minutes (set locally)

Only users with the appropriate privileges can set thresholds. See "User Permissions" on page 46.

To configure system thresholds, do the following steps:

1. Determine which Probe is monitoring the devices you want to set thresholds for.
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2. Access the Probe’s container dashboard or the dashboard of a parent container. Select
Threshold under the Settings icon.

ﬁ- Settings ch.com 25

A Alert Profiles

1 Users

@l License Pool

i Licenses

Owner [E]
B8 License Policy |, o o
Thresholds L x
[ R
System | -
I+ Configuration b o x

The Global Thresholds window is displayed, showing a table of all parameters with
thresholds for all device types. The parameters are listed in the left. The device types make up
the table columns. The following is an example.

I =
- '

@ @ £ 3 & = 8 w

s 2 & E 3 Z S O 2

E = @ = i g =

5 3 5 =S E 5 g = = | S &

o a H o 2 T [=] - [ = S g E] 5

= o @ - wE = @ = Qg @ @ o= o s

= T @ g =B E g = 82358 g 2EFBw®e o, = 5 5 3

= 2 = = = e =} ] e B o ] s 5 2 =) 2 H £

g 7T Z E £2¢ 2z g2 25z z Z§8EF e ¥ 3 5 & 2

<t @ w = = = = = =0 = = Ecx o o [ [ ] @ >
CcPU - - = -
Disk Usage - - - - - - - - -
IP SLA Latency - - - - S S = 5 5 > - - - - - - - -
IP SLA Packet Loss - - - - - - - - - - - - - - - - - -
Interface Availability - - = = -
License Usage - - - - - - - - - - - - - - - -
Memory Usage - - - - -
Missing IP Sets - - - - - - - - - - - - - - - - -
Ping Latency - v

Ping Packet Loss -

Probe Check-in - - - - - = = S = = > - - - - - - -
Process Inactivity - - - - - - - - - - - - - - - - - _
RX Bandwidth Utilization - - = = -
SDS Error Rate - - - - - - - - - - - - - - - - - -
Services Inactivity - - = = = = = = - - - -
TX Bandwidth Utilization - - - - -
Time Sync - - - - = = = = = = - - - - - - - -
Uptime -

Voice Quality - - - - = = = = = - - - - - - -
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Note: The Global Thresholds window displays settings that apply to the current container
and all its descendant containers only. It does not display settings inherited from parent or
other ancestor containers.

Each element in the table indicates the most severe threshold that has been configured and enabled
for that combination of parameter and device type. The following table describes the threshold icons
that appear in the Global Thresholds window.

ICON MEANING

- Thresholding is not supported.

Threshold is supported but not defined.

= Threshold is defined but not enabled.

Most severe alarm defined for this threshold is
<@ .
Warning.

Most severe alarm defined for this threshold is
Minor.

L

v Most severe alarm defined for this threshold is
Major.

> Most severe alarm defined for this threshold is
Critical.

Hovering over a threshold icon provides more details on the thresholds defined for that particular
parameter and device combination.

In the following example, there are two threshold alarms configured for MiVoice Business Ping
Latency.
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Avaya IP Office
Basic IP Device
ESXi Server
Innline IP
MX-ONE
Application Serve
MiContactCenter
MiVoice Office 250
MiCollab

MiVoice Border
Gateway

MiVoice Business |
MiVoice MX-ONE
MiVoice Call
Recording

Path Solutions
Probe

RedBox CR
Router

Server

Switch

uPs

CPU - - = = -
Disk Usage - - - - - - - - -
IP SLA Latency = - - - = = = = = = = - - - - - - -
IP SLA Packet Loss - - - - - - - - - - - - - - _ _ _ _
Interface Availability - - = = -
License Usage - - - - - - - - - - - - - - - -
Memory Usage - - 5 > -

Missing IP Sets - - - - - - - - - - - - - - - - - -

Ping Latency + - C 0 + + + + + v -

Ping Packet Loss - 1 Major, 1 Minor | -

Probe Check-in - - - - - = = S = = 5 - - - - - - -

Process Inactivity - - - - - - - - - - - - - - - - - -
RX Bandwidth Utilization = = - - -
SDS Error Rate - - - - - - - - - - - - - - - - - -
Services Inactivity - - S S S 5 5 - - - - -
TX Bandwidth Utilization - - - - -

Time Sync - - - = S S S 5 5 5 - - - - - - - -

Uptime - -

For further information on the threshold alarms, click on the icon at the intersection of the parameter
and device type. The Thresholds page is displayed.

Device Type Threshold Type Match [On  Off On Off On Off On Off

MiVoice Business  Ping Latency - - - - ~2000ms 16m ~ 150.0ms 10m . 400.0ms 15m ~ 350.0ms 10m - - - -

The Thresholds page shows the thresholds settings for that parameter and device pair. In this
example, a minor alarm is generated when Ping Time > 200 ms for 15 minutes and cleared when
Ping Time < 150 ms for 10 minutes. A major alarm is generated when Ping Time > 400 ms for 15
minutes and cleared when Ping Time < 350 ms for 10 minutes.

Threshold Editing
Click on the Edit button on the Thresholds page to open the Edit page.

The threshold Edit page allows you to set warning, minor, major and critical alarm severity threshold
values for a specific parameter and device pair.
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Match:

Lower is Worse?

warning

e “ ra b
ms ms
1000 1000
900 900
800 800
700 700
600 600
500 500
400 400
300 300
200 200
100 100
0 0

activate: 15 m activate: 15 m
clear: 10 m

[C] Enabled

clear: 10 m

Enabled

critical
e e ~ “u
ms ms
1000 1000
Q00 a0
800 800
700 700
600 600
500 500
400 400
300 300
200 200
100 100
0 0
activate: 15 m activate: 5
clear: 10 m clear: 5
[¥] Enabled [ Enabled

m

m

Match Options

Some parameters and thresholds pairs can have a Match value required for the threshold to be valid.

The parameters with Match values are:

« Interface Availability, RX Bandwidth Utilization and TX Bandwidth Utilization: Matches
are selected from: ppp, pppMultilinkBundle, propPointToPointSerial, hdlc, sdic, e1, ds1, or

ds3.

« Disk Usage: Matches are entered as text strings corresponding to an OS volume or mount
point name. The following are examples:

e ForWindows: C:\,orE:\data
o ForLinux and Unix: /, /root, or /data

« Services Inactivity: Matches are entered as text strings to the Windows Service name field.
The Windows Service name is available from the Windows Service Management console.
The following is an example to monitor for the availability of PostgreSQL running on a
Windows Server. In this example, you identify the Windows Service name using the Services

Console.
I
File Action View Help

Y EEEEI EEREEE

postgresql-9.0 - PostgreSQL Server
9.0

Stop the service
Pause the service
Restart the service

Description:
Provides relational database storage.

Mame =

[ S o

| Description | Status | Startup « |

C)Performance Logs & Alerts

“£1Plug and Play

“E1PnP-Y IP Bus Enumerator

&} Portable Device Enumerator Service
* }postgresgl-9.0 - PostagreSe

ChPower

) Print Spooler

“£}.Problem Reports and Solutions Control Panel Support

) Protected Storage

rIA [ PRI G P S Firm Mamomne

4

server 9.0

Performan... Manual
Enablesac... Started Automz
The PrP-X ... Disable:
Enforces g... Manual

Providesre... Started

Manages p... Started Automz
Loads files ... Started Automz
This servic... Manual
Provides pr..

Femmbnn -

. Manual
-
Blmems o=l
| _'l_I

Extended 4 Standard /

75



Mitel Performance Analytics System Guide

76

Double-click on the Postgres service to find the Service Name (not the Display Name).

postgresqgl-9.0 - PostgreSQL Server 9.0 Properties (Local Computer) B3

General | Log On I Heco\reryl Dependencies I

I Service name: postgresgl-9.0 I

Display name: postgresaq-9.0 - Postgre SAL Server 9.0

Provides relational database storage. ;I

I]

Description:

Path to executable:
C:/Program Files £<86)/PostareSQL/9.0/bin/pa_ctl.exe runservice -N "postg

Startup type: Iﬂu_rlomatic ﬂ

Help me corfigure service startup options.

Service status:  Started

Start | Stop | Pause Fesure

You can specify the start parameters that apply when you start the service
from here.

Start parameters: I

ok | canced | ey |

From the information on the previous dialog fox, you enter postgresql-9.0 as the match
parameter.

Lower is Worse?

Separate thresholds can be set for parameters which indicate worse conditions with higher values
and for parameters which indicate better conditions with higher values. The default settings assume
that a higher parameter value indicates a worse condition, except for the R value used in the Voice
Quality thresholds.

For example, to generate an alarm if CPU usage is less than a certain value, ensure that the Lower
is Worse? checkbox is selected.

Threshold Values

You can set multiple alarm severity thresholds for each combination of parameter, device, match
and lower is better.

Set threshold values by dragging the slider for the selected alarm severity or by entering the value
below the slider. The slider moves to the nearest valid values for the threshold it is being set for. For
instance, if the Ping Packet Loss is measured in 25% increments, the slider jumps to the nearest
25% increment.

Time and Value Hysteresis

Mitel Performance Analytics supports both time and value hysteresis for both raising alarms and
clearing alarms. This feature reduces the number of nuisance alarms.



Threshold Alarm Management

100%

- 7~

- — ~\

§0% ‘// \ \

20% // \ —CPU
40% // \ =Memory
20% l \

10% / \

0% T T T T T T T T T T T 1
9:00 9:15 9:30 9:45 10:00 10015 10:30 10045 11:00 11:15 11:30 11:45

For example, in the previous graphic with standard settings for device CPU and memory utilization
threshold alarms:
« CPU utilization:

o A minoralarm is raised at 9:45 (utilization =2 75% at 9:30 + 15 minutes on time
requirement).

« A majoralarm s raised at 10:15 (utilization = 85% at 10:00 + 15 minutes on time
requirement).

« A majoris downgraded to a minor alarm 10:55 (utilization < 80% at 10:45 + 10 minutes
off time requirement).

« A minoralarm is cleared at 11:25 (utilization < 70% at 11:15 + 10 minutes off time).
« Memory utilization

« A minoralarm is raised at 10:30 (utilization 2 85% at 10:15 + 15 minutes on time
requirement).

« A minoralarm is cleared at 11:10 (utilization < 80% at 11:00 + 10 minutes off time).

The time and value hysteresis criteria are combined. In the previous example, if the memory
utilization increases momentarily to 75% at 11:20, the alarm is not cleared until 11:30 (11:20 + 10
minutes off time requirement).
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MITEL PERFORMANCE ANALYTICS REPORTING

Reporting is a standard option with any subscription to Mitel Performance Analytics. Mitel
Performance Analytics provides two different types of reports. The first type consists of a series of
on-demand quick queries of useful information. The second type is the ability to generate reports
showing customer device status and performance for a period of time. Reports can be scheduled to
run monthly, weekly, orimmediately. As well, you can use the report scheduler to schedule any
quick query to occur at a regular interval.

The queries and reporting functions are accessed under the Tools icon, as follows:

/TN Alarm Queries

@l Audit Log fortes

S — Contact Informatio

i Bl |nventory Queries

‘ B License Queries

Ticket ®-

‘ Reports * £ 1 ©

(© scheduter

(1) Scheduler Results

@ Threshold Gueries

The container dashboard provides access to most queries. Some queries are available also from the
dashboard of the device that the query applies to.

QUICK QUERIES

78

The following sections describe the available Mitel Performance Analytics on-demand quick queries.

ALARM QUERIES

Mitel Performance Analytics provides the following initial set of alarm queries. Use the time period
selector to choose the timeframe for the report. Additional queries can be configured with the
Reports menu item. Refer to "Generating Reports" on page 90.

QUERY NAME DESCRIPTION
All alarms inside this container or for this device for the selected
Alarm Export . .
time period.
All Device Availability and monitoring coverage of all devices with service
Availability impacting events.




Quick Queries

QUERY NAME DESCRIPTION
Child Device Availability and monitoring coverage of all devices with service
Availability impacting events.

Container Alert
Profiles

All alert profiles for this container and its descendants.

Critical Alarms by
Day

Details of critical alarm count by container for each day of the
reporting period.

Critical Alarms by

Total count of new critical alarms by device type for the reporting

Device Type period.

Top 10 Critical The 10 customers with the highest number of new critical alarms
Customers for the reporting period.

Top 10 Critical The 10 devices with the highest count of new critical alarms for the
Devices reporting period.

CONTACT INFORMATION
Mitel Performance Analytics provides the following initial set of contact information queries.

QUERY NAME DESCRIPTION

Contact information for the current container and all its

All Contact Information .
subcontainers.

Customer Contact

. Contact information for customer containers.
Information

INVENTORY QUERIES

Mitel Performance Analytics provides the following initial set of inventory queries. Additional queries
can be configured with the Reports menu item. Refer to "Generating Reports" on page 90.

QUERY NAME DESCRIPTION

Device . .
Count Number of configured devices by type.
Device Detailed inventory of network devices.
Inventory

List of IPT users and the unique identifier of their host device. Use this
IPT Users . . .
Inventory query to determine the number of licenses you need. For details, see

"Aggregate Licensing and IPT Users" on page 104.
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QUERY NAME DESCRIPTION

Inventory of

Customer List of customer devices in the container.

Devices

MIVoice

Business Inventory of MiVoice Business licenses

Licenses

MiVoice Detailed information for every user, service, or IP set hosted on a MiVoice

Business Business system. See also "Reusing Custom Views" on page 87.

User.s, Note: This query is available from the dashboard of a container that has

Services & MiVoice Business devices, and from the dashboard of a MiVoice Business

Sets device.

MiVoice

Business Count of configured MiVoice Business call servers, by software version.

Versions

MiVoice . N . . . :

MX-ONE Lists MiVoice MX-ONE extension details such as container name, device
. name, IPT user names, extension numbers, and set types

Extensions

LICENSE QUERIES

Mitel Performance Analytics provides the following initial set of license queries. Additional queries
can be configured with the Reports menu item. Refer to "Generating Reports" on page 90.

QUERY
NAME DESCRIPTION
Device &
Container List of devices and containers whose licenses have expired or will expire
License within 90 days.
Expiry
Device &
Container List of devices and containers in this container and its descendants with the
License status of their licenses.
Status
Device &
Container List of devices and containers in this container and its descendants with
License license violations.
Violations




Quick Queries

QUERY
NAME DESCRIPTION
Device &
Container
License List of devices and containers in this container and its descendants with
Violations license violations, sorted by the customer container in which they reside.
By
Customer
All of the licenses installed in this container. Installed licenses are licenses
Installed that have been uploaded and assigned to a device. Note that a device can
Licenses have multiple licenses assigned to it. Licenses are uniquely identified by the
GUID.
. All licenses that either have expired in the previous 90 days or will expire in
License ) L .
Expi the next 90 days. Note that a device can have multiple licenses assigned to
piry it. Licenses are uniquely identified by the GUID (Globally Unique Identifier).
All trial licenses. Trial licenses may be available for new devices and
Trial features, as defined by the Mitel Performance Analytics licensing policy.
Licenses Note that a device can have multiple licenses assigned to it. Licenses are
uniquely identified by the GUID.
SCHEDULER RESULTS

Mitel Performance Analytics provides the following queries for use with the Operations Scheduler
and on-demand backups. See "Scheduling Device Operations" on page 159 and "On-Demand
Backups" on page 168 for details.

QUERY
NAME DESCRIPTION
Results of completed on-demand backups, scheduled backups, and
scheduled SMDR collection operations, including links to download backup
Completed file apq SMDR gollection file instances. Allows backup files to be locked for
Files indefinite retention. See:
» "Retrieving Scheduled SMDR or Backup Files" on page 166
» "Retrieving On-Demand Backup Files" on page 170
On-
Demand State of all on-demand operations.
State
Recent Results of scheduled backups and SMDR collection operations, including
Results links to download backup file and SMDR collection file instances. See

"Retrieving Scheduled SMDR or Backup Files" on page 166.
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QUERY

NAME DESCRIPTION
gf ;zdule Per device timestamp of last success, last failure, and next execution.
2:?:633 Per device and per schedule success rate.

For all Scheduler Results queries except On-Demand State, you can choose to display backup-
only or SMDR-only results.

THRESHOLD QUERIES

Mitel Performance Analytics provides the following initial set of threshold queries. Additional queries
can be configured with the Reports menu item. Refer to "Generating Reports" on page 90.

QUERY NAME DESCRIPTION
Container or Device Thresholds that apply to this container or
Thresholds device.

QUERY OUTPUT FORMATS

All query results are available in table format. When appropriate, query results can also be displayed
in a pie chart or pivot table.

FILTERING TABULAR QUERY RESULTS

The filtering icon @ in a column header indicates that the data can be filtered. Click on it to display
the filtering menu. The filtering menu displays a variety of matching operations to restrict the display.

For example, an unfiltered Alarm Export query can yield a table with many rows. To filter the
display to show just alarms from Cisco devices, open the filter menu on the Devices column and use
the following filter settings:

Show itermns with valus that
Contains -
Cisco

And L

Is equal to v

m Eeal

Use the Clear button to remove the filter and display the full set of query data. A filtering icon with a
dark background indicates that a column has afilter.
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GROUPING DATA IN TABULAR QUERY RESULTS

To group data, drag a column header to the row above the column headers.
For example to group the data by Device, do the following:

1. Drag the Device column header to the row above the column headers:

Maonth Week | Dhary Custom Takle

‘Dr @ Davice der and drop

here to group by that column

Dievice @ Sta
Flace column header
Probe - Direct | 2¢7128 2 In top row here ot Feb
robe - Direct| g : - —
eade checked n P
Connected
Suarez Local
_ Probe Info from Wet
The data is rearranged as follows:
= D
Dhrtc T Dedce Type & Swanty & Mesiage @ Sae Terw ® End Tirne ®
4 Devicn: comilos Paoba
! by
comPes-Probe Prota Indeterminate ;:.::::::,Th o Dec 16 2014 10:00 PM
Protes b,
coerFias-Probe Proba Indetersrinats -:m:-:t:; et et Dec 32014 615 PM
corrfns-Probe Prote e :::;":d CapaBIEY.  Due 16 201 1000 M
4 Darvicd: ATran
ot Iy
ATran Brcuter Misios :‘z::"" R am 143 A1
Fing Lat thieshald
ATran Reguler Miagee T 43 AM 8:53 AM
Ping L W Thne sheadd
ATran Risuter Mo e 6:08 AM 6:53 AM
R ek
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Groupings can be nested. For example, to further group by alarm severity, do the following:

1. Drag the Severity column header to the row above the column headers where the Device

column heading is:

4 Device: vMCD-PSTH

column header

Month Vieek | Dy Cusbom Tabile
= Device x
* @ Severity
Device evice 1ype
WMCD-PSTH - W0
Severity
vWMCD-PSTH
WCD-PSTN MitelMCD

¥ Severty ]

Major

Indeterminate

Indeterminate

wigabiigh ML Saggmsn

WICDPSTH MitelMCD Inifa
WACD-PSTH MitelMCD Inifo
vMCD-PSTH MitelMCD Minor
The data is rearranged as follows:
[¥ A — o | Curibirn
= Device = Sty x
Device (T} Dwice Type (=) Sewerity X Message (® Start Tirs (® End Time
# Davioe: vMCOLPSTH
a4 Spyority: Indeterminsie
WMCD-FSTH NN CD rvcdid i vrintepi SMDR cormschon tabare  Mar 23 11:11 PM
WWCD-PETH WteliCD Indeterminate SHMP urreachable Wed 11:45 AN 1:24 AM
WMCOFSTH M0 Indhed it e SHMWMP untas:hable 1:24 AM
+ Savarity: Major
WMCDFSTH N0 [T e Wied 11:43 PM Wied 11:43 PM
T o e astablish MOOML Session ' e
WICD-PSTH MtallACD Major Bachap Faled Unssia 1o\ 42 o Wed 2 12 PH
: establish MiML Sesson
Backup Falid Ungtie 1o
MCD-PETH MitellACT X P b
WWMCD-PSTH telCD Aajor as2abiish MOMML Sagssen Wed B:36 P Ved 8:36 P
! }
WICDPSTH WhtallACD Major Bachup Faled: Unatinto | c o) o Vied 524 PM

HIDING AND REARRANGING COLUMNS IN TABULAR QUERY

RESULTS

Use the Show/Hide Columns button to remove unwanted columns.
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MVB IP Sets E| Show/Hide columns - ¥ Clear Filters

v

IPBX Name ® | Numb 2 IPBX Name @ Device T]
Number

213 1512 5312 1P
Name

213 2618 Device Type 5312 IP

23 25258 [7] State 5312 1P

213 25232, W] IP Address 5140 IP

213 14147 ¥ Mac Address 5550 IP
Subnet

213 25256 5540 IP
Subnet Mask

213 4010 Gateway iaz 5312 1P

213 A01# V.. Enabled iaz EM2 1P

213 2601 Primary : B321P

213 2607 ) Secondary ; 5603 Sif
HW. Viersion

213 2525 ) iest 5540 IP
SW. Version

213 11687 1| E12 1B

Rearrange the column sequence by clicking the header of the column you want to move and
dragging to the new location.

Some queries have a vertical bar that separates frozen columns from scrolling columns. Frozen
columns are always displayed. Scrolling columns change as your use the scroll bar at the bottom. In
the following example, the IPBX Name and the Number column are frozen while the other columns
are scrolling columns.
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MiVB UC Services E‘ Show/Hide columns « X Clear Filters

IPBX Name @ Number (@ Senice Type @ Senice Level @ Line Type @ Home Element @ 5
mecd229 2050 5330 1P Full Single Line mecd229 w*
mcd229 753357 Hot Desk Full Single Line mcd225 w
mecd229 140140 5240 IP Full Single Line mecd229 "
mcd229 80549 Hot Desk Full Single Line mcd229

mcd229 6305 Hot Desk Full Single Line mcd229 w
mcd229 60662 5607 SIP Full Single Line mcd229 "
mecd229 80543 Hot Desk Full Single Line mcd229

mcd229 20102 Hot Desk Full Single Line mcd229 "
mecd229 210811 5540 IP Full Assigned mecd225 w
mecd237 5648 Hot Desk Multi-device Single Line mecd237 1
mecd237 3542 Hot Desk Full Single Line mecd237 "
mecd237 5450 Hot Desk Full Single Line mecd237 1
mecd237 5360 Hot Desk Full Single Line mecd237 "
mecd237 #5456 5330e IP Multi-device Single Line mecd237 1
med237 6302 5360 IP Multi-device Single Line mecd225 "
mecd237 6303 5340 1P Multi-device Single Line mcd225 w
med237 6304 Hot Desk Multi-device Single Line mecd225 "
mecd237 29291 5550 IP Full Assigned mcd225 w

Separator Bar
« I r i

To freeze a column, move it to the left of the vertical bar. To unfreeze it, move it to right of the vertical
bar. When frozen columns apply, the query result must display at least one frozen column.

Toreset the display, navigate away from the displayed query and perform a fresh query.

TABULAR RESULT NAVIGATION

Where appropriate, query results contain pagination controls at the bottom of the screen.

The page navigation controls show you the current page being displayed and allows you to go to the
first page, the previous page, the next page or the last page of the query.

The page size selector allows you to set how many items are displayed on each page.

I Page Mavigation |

PIVOT TABLE CUSTOMIZATION

The following is a typical Inventory of Customer Devices with results presented in a pivot table.
Use the elements on the right of panel to customize the results.



Reusing Custom Views

Table [ pwetbie |
DeviceCount x CustomerContainerName x
DeviceType . v Customer Container
4Sight . | 82Dev.. Arsenal | Bingo.. Blackb.. ComRes  Funtai.. Hyatt | Martell.. NetSol
v Device Type | Router 2 76 2 1 2
Probe 1 20 1 1 1 1 1 1 2 2
MitelMBG 1 1 1
Sener 6 2 1 1 1
MitelMCD 2 1 1 9
Mitel5000 1
MiContactCenter 1
MitelMAS 1
Suitch 2
OaisysCR
RedBoxCR
BasiclP
InnlinelP
uPs
AvayalpOfice
Device Type 4 102 5 1 4 2 ] 1 3 7

FIELDS

Il COLUMNS

CustomerContainerName

One O secon. VolP {

= ROWS

DeviceType ®

I MEASURES

DeviceCount ®

customizing query
results

1
3
1
4
3
1
1
1 Elements for
2
1
1
1
1
2
1

24 2 5

REUSING CUSTOM VIEWS

This functionality applies to the following queries only:

« Inventory queries:
« Device Details
« Inventory of Customer Devices
« MiVoice MX-ONE Extensions
« MiVoice Users, Services & Sets
« Alarm queries:
« Container Alert Profiles
o Critical Alarms by Device Type
« Alarm Export

The following View Management buttons allow you to save any custom view you create with the

functions described in "Query Output Formats" on page 82.

BUTTON NAME FUNCTION

Displays the Save View dialog. Use this dialog to create a new
view.

o Save _ _ _

as Views are associated with the user who created them. You can

always access your views regardless of the container you are
working in.

- Save Saves changes to the current view. Only the user who created it
can modify a view.

il Delete Deletes an existing view. Only the user who created it can delete a

view
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Views appear under the query they apply to. The following example shows two Device Details

views. The MX-ONE Device Details view is shared, as indicated by the Globe (@ Yicon. The My
Device Details view is the default view for that type of query.

Device Details

List of device details

My Views
@ Y MX-ONE Device Details # C T
My Device Details SO

A view is owned by the user who created it. Only that user can modify or delete it. Views are
associated with the container where the owner logs in. Views are shared with anyone who can
access that container or any subcontainer. You can always access your views regardless of the
container you are working in.

The following icons are associated with saved views:

ICON NAME FUNCTION
Q@ Globe Indicates that a view is shared
Favorite Indicates the default view
4 Rename Rename the view
e Share Share the view.
® Unshare Stop sharing the view.
@ Trash Delete the view..

CREATING AVIEW

Do the following steps:

1. Access a query and customize it as desired. See "Query Output Formats" on page 82.
2. Click on the Save as button. The Save View dialog is displayed.

3. Supply a new view name.

4. Click OK.

SAVING CHANGES TO AN EXISTING VIEW

Do the following steps:

1. Access the query you want to modify. Change it as desired. See "Query Output Formats" on
page 82.

2. Click on the Save button. The Confirm Action dialog is displayed.
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3. Click Yes to save the changes.

SHARING AVIEW

Do the following steps:
1. Access the query you want to share.
2. Click on the Share icon. The Sharing Settings dialog is displayed.

3. Select Sharing Enabled. The Sharing Settings dialog expands with a Select Container
field.

4. Specify the container to associate to. The view will then be available to any user in the given
container and its descendants.

5. Click OK.

EXPORTING CUSTOM VIEWS

All queries have the button described in the following table.

ICON NAME FUNCTION

Exports the view currently being displayed as a CSV
file.

& Export
Do the following steps:

1. Access a query and customize it as desired. See "Query Output Formats" on page 82.

2. Click on the Export button. A CSV file containing the custom query data is downloaded to
your machine.

AUDIT LOG

The audit log is accessed under the Tools icon, as follows:

A Alarm Queries

B ~udit Log forites

amm N
1= Contact Information
g " Ticket [+~
EB Inventory Queries =
@l License Queries
N ;
. Reports * 7
* 7
G Scheduler

G Scheduler Results * 7

@ Threshold Queries * 7

S S S
-]
.
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The audit log tracks the following activities:

« Login and other authentication
« Changes to any field of any container or device
« Remote access
As with other queries, Mitel Performance Analytics provides an initial set of audit log queries

covering the past 24 hours, the past week, or the past month. You can also customize the duration of
the audit log report.

The following is typical audit log for a particular day.

ot ey 2w s B o e Month | Week = Day | custom | 06{18f2015 - 06/18/2015 | Table Pivot Table

Audited user actions in this container Drag a column header and drop it here to group by that column

i i Date @ Actor @ Target Device (¥ Target Cont (¥ TargetUser (¥ Category @ Action @
Active and Inactive Users

1:31:06 PM felix@lyta. marwa... felix@lyta.marwa... Authentication Login

Device Message -
1:32:23 PM felix@lyta.marwa... Lyta-LocalMX1 Device Color changed from
"Green” to "Red”

AUDIT LOG QUERIES

Mitel Performance Analytics provides the following initial set of audit log queries. Additional queries
can be configured with the Reports menu item. Refer to "Generating Reports" on page 90.

QUERY NAME DESCRIPTION

Active and All of the users in this container and any subcontainers, and whether
Inactive Users they are active or not. Active users have logged in within 30 days

Audited user
actions in this
container

All auditable user actions in this container and its content, including
devices and subcontainers.

GENERATING REPORTS

90

You can choose to generate the following types of reports:

« Device reports
« Container reports
« Quick queries, including saved views

Device and container reports show performance, availability, and other data for devices over a period
of time. The information is packaged into a PDF file and emailed to an individual.

Any quick query can be scheduled to occur at a regular interval. Query results are emailed to you as
a CSV file. Forthe MiVoice Business Users, Services & Sets query an extra dropdown list allows
you to specfity the report category: Users, UC Services, or IP Sets.

Reports and queries can be scheduled to run monthly, weekly orimmediately.

Once you have specified the time span of the report, you can preview the report.



Generating Reports

Generated reports are retained by Mitel Performance Analytics. You can download retained reports
by clicking on the download icon (-'ﬁ )-

Mitel Performance Analytics requires Internet access for report generation. If this access is not
possible, the reports are incomplete.

DEVICE REPORTS

Device reports include the following information about the device:

« Report date range
« Device information:
« |IP address
o Check in time (if device is a Probe)
« Associated Probe (if device is not a Probe)
« System information (if device is not a Probe):
« Device name and description
« Location
« Contact
« Uptime
« Version information
« Licensing information
« Alarms: List of major and critical alarms raised during the reporting period
« Availability:
« Percentage of availability over the date range
« Total Time: number of days the statistics compile
« Availability as a percentage over ‘Total Time’
« Downtime: total system downtime over ‘Total Time’
« Pinglatency:
« Latency displayed as milliseconds over a particular date range
« Daily average in milliseconds
« Voice quality (if applicable for device):
« Number of calls by voice quality (good, fair, poor, bad) over the reporting period
« Call counts by voice quality over the reporting period
« Interface Availability (if applicable for device):
« Availability per interface over the reporting period
« Percentage availability per interface over the reporting period

CONTAINER REPORTS

Container reports summarize the following data about the container itself:

« Inventory: List of all devices in the container

« Device availability: List of devices that had service impacting events during the reporting
period
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« Alarms: List of all critical, major, minor and warning alarms during the reporting period

« Backup and Remote Access Summary: List of all devices in the container showing the
number of backups, the number of locked backups, and the number remote access
connection. If the container includes a Probe, it is listed with the other devices. Its number of
remote access connections reflects connections to all the devices it manages, including
those in other containers.

Container reports also collate the device reports for each device in the container.

Depending on what devices a customer has, specific report items may or may not be included.

REPORT GENERATION PROCEDURE

Do the following steps:

1. Select Reports under the Tools icon.

/A Alarm Queries

Bl AuditLog forites
I .
== Contact Information

; Ticket [+) =
!D Inventory Queries -

f License Queries

‘ Reports * 7

e b bt Je e e e
A

*
© scheduter

* 7 & o
(® scheauter Results 72
(™ Threshold Queries R

* F b o

The Run & Schedule Reports window is displayed.
2. Inthe Run & Schedule Reports window, specify the desired report properties.

« Report Type: If the Reports menu item was selected from a container, this is
Container Report. If it was selected from a device, this is Device Report.

« Recipient Email: Specify the email address of the intended report recipient.
« Length of Report: Specify the time span the report covers.

« Run: Select Now, Monthly, or Weekly. For Monthly, specify the day of the month the
report needs to be generated. For Weekly, specify the day of the week the report needs
to be generated.

3. Click on the Create Report button.

4. If applicable, configure any email spam blockers to allow Mitel Performance Analytics email
notifications. See "Email configuration" on page 69.



Exporting Queries and Reports

EXPORTING QUERIES AND REPORTS

Queries and reports can be downloaded as .csv files by clicking on the icon in top right corner of
the panel.
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MANAGING CONTAINERS

Containers are a key building block of how Mitel Performance Analytics monitors your network and
generates reports. See "Mitel Performance Analytics System Data Model" on page 27 and "Planning
Ahead" on page 31.

This chapter shows you how to manage and use your container structure in Mitel Performance
Analytics.

CONFIGURING CONTAINERS

Do the following steps:

1. Access the container's dashboard and select Settings under the Settings icon.

._‘ Alert Profiles
he configun 1 Users

# License Pool

The container’s Settings page is displayed.
2. Supply a name for the container.

3. Under Location, optionally provide the GPS coordinates where the container is located.
Alternatively, you can provide a street address and click on the From Address button. The
GPS coordinates are determined based on the street address. The location data is used to
populate the map in the top level container.

4. Under Branding, optionally customize the appearance of the dashboards and generated
reports. See "Applying Branding" on page 98.

5. Under Contact Information, optionally supply information on who to contact for

administrative support. The contact information appears as a banner on the container’s
dashboard.

6. Under Container Type, optionally specify the type of container. Containers can be of type
None, Customer, Reseller, or Location. Container types are used for data queries or
reports.

7. Under Voice Quality, optionally choose to have the container display Voice Quality (VQ)
data.

8. Under Container Message, optionally specify a Message of the Day. The Message of the
Day appears as a banner on the container’s dashboard as well as the dashboards of all of its
devices and subcontainers. See "Broadcasting a Message of the Day" on page 97.

9. Click on the Save button to implement the configuration.
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MOVING A CONTAINER STRUCTURE

Moving a container applies to all objects that it contains, including users, devices, and

subcontainers.

Do the following steps:

1. Access the dashboard of the container at the root of the structure you want to move. For
example in the following structure, accessing the dashboard of the Headquarters container
allows you to move the Headquarters container, its devices, its subcontainers, and all of their

devices.

Management

Platinum
Accounts

|

Warehouse

Distribution

Headquarters

Accounting

Safety Office

2. Select Settings under the Settings icon.

Headquarters

A nert profiles
he configur 1 Users

i License Pool

The container's Settings page is displayed.

General Sales

Tracking

Executive
Offices

gt

Human
Resources
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£ Headquarters Settings

General
Name: Headquarters
Parent Container: East

Under General, the name of the container appears as well as its parent container. Click the
Relocate this Container... button. The Relocate Container dialog appears.

3. Inthe Select Destination field, enter either the full name or the partial name of the new parent
container, and click Search or press Enter.

& Relocate Container Headquarters

Source

Container Name: Headquarters

Destination

Select Q
Destination:

4= Return To Settings X Cancel

The Relocate Container dialog is populated with a destination container structure.
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Note: The Relocate Container dialog does not display a destination container structure
unless you click Search or press Enter after entering the full or partial name of the new parent
container in the Select Destination field.

4. Select the new parent container and click Next.
Destination

Select Destination: Q. West

= ) MNorth America

7 O West Sales
7 O West Plant

= O West Warehouse

The Relocate Confirmation dialog is displayed listing possible concerns associated with
moving the container.

5. Select Accept and continue and click Apply to move the container.
Licensing is automatically enforced on the moved container.

BROADCASTING A MESSAGE OF THE DAY

A container can be used to broadcast a Message of the Day. The Message of the Day appears as a
banner on the container’s dashboard as well as the dashboards of all of its devices and
subcontainers.

Do the following steps:

1. Access the dashboard of the container at the root of the structure you want to broadcast the
message to. For example in the previous figure, accessing the dashboard of the
Headquarters container broadcasts the message to the Headquarters container, its devices,
and all of its subcontainers and devices in the Accounting, Executive Offices, Human
Resources, and IT subcontainers.

2. Select Settings under the Settings icon.

A nert profiles
he configur 1 Users

n License Pool
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The container’s Settings page is displayed.

Under Container Message, choose the background color for the banner.
Optionally specify a message title.

Provide the message to broadcast.

Click on the Save button to broadcast the message configuration.

APPLYING BRANDING

Containers can be used to customize the appearance of the dashboards and generated reports.
Specifically, you can change:

98

« Thelogo that appears in the top left of dashboards and reports

The name that appears besides the logo on dashboards and reports
The color scheme of the dashboards

Branding changes apply to the dashboard of the container where they are implemented as well as to
the dashboards of all of its devices and subcontainers.

The following restrictions apply to branding:

Only cloud-based users can do branding changes.

Only users defined for a container can change the branding settings for that container and its
contents. See "Step 3 - Add Users" on page 45.

Only users with the appropriate privileges can change the branding settings:

« Tochange the logos and the brand name, users need Branding permissions. See
"User Permissions" on page 46.

« Tochange the color scheme of the dashboards, users need overall System Admin
permissions.

Logo files must be in PNG format.

The low resolution image must be 180 x 50 pixels. The high resolution image must be 360 x
100 pixels. Mitel Performance Analytics selects which image to use depending on the display
size.

Do the following steps:

1.

2,

Access the dashboard of the container at the root of the structure you want to apply the new
branding. For example in the previous figure, accessing the dashboard of the East container
and changing it branding affects the dashboards of the East container, its devices, its
subcontainers, and all of their devices.

Select Settings under the Settings icon.

.‘. Alert Profiles
e configun 1 Users

a License Pool




Deleting a Container

The container’s Settings page is displayed.
3. Under Branding, select Enable Custom Brand.

4. Specify a brand name. The brand name is the name that appears besides the logo on
dashboards and reports.

5. Use the Browse button to select a low resolution and a high resolution image.

6. Optionally supply the URL for a custom CSS. The CSS adds styles to the Mitel Performance
Analytics CSS, allowing you to change branding colors used in the navigation bar, the sidebar
and the page background.

7. Click on the Save button to implement the new branding.

DELETING A CONTAINER

Deleting a container automatically deletes all of the devices that it contains.

You cannot delete a container if it has subcontainers. To delete a container structure, delete the
individual containers starting from the bottommaost container and continuing up the structure until you
reach the root of the structure you want to remove.

Do the following steps:

1. Access the dashboard of the container you want to delete.
2. Select Settings under the Settings icon.

A nert profiles
he configur 1 Users

@ License Pool

The container's Settings page is displayed.
3. Click on the Delete button at the bottom of the page. A confirmation dialog appears.

4. Click OK to delete the container and its devices. The display shifts to the dashboard of the
parent container.
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MITEL PERFORMANCE ANALYTICS LICENSING
LICENSING BASICS

Mitel Performance Analytics includes a licensing framework to enable tracking of purchased and
authorized system capabilities. The licensing framework covers devices, software features,
capacity and services.

License files are container specific and must be uploaded to the container that the license was
generated for; typically the customer’s root container.

LICENSE POLICY

Each Mitel Performance Analytics system can have a unique licensing policy. The licensing policy
allows the system-licensing model to be customized by setting policies for:
« What requires licensing:
« Devices
o Features
« Userlicenses or other countable items
« License duration — start and end dates
« Which licenses require or are fulfilled by other licenses
« Is atrial permitted for a specific feature
« What happens at license expiry or license violation

For details of the license policy that applies to a specific Mitel Performance Analytics system,
contact your Mitel Performance Analytics support group.

LICENSABLE ITEMS

Depending on the Mitel Performance Analytics licensing policy, every device may require a license
and may support additional optional licensable capabilities.

The following table summarizes the basic device licenses and additional items that can have
licenses in Mitel Performance Analytics.

LICENSABLE

DEVICE ITEMS LICENSE ENABLES
" Configured device, use Probe for monitoring and
Activation
Probe remote access
Basic IP SLA Enable IP SLA on a Probe
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LICENSABLE
DEVICE ITEMS LICENSE ENABLES
Monitoring / Monitor device, license count = number of users
Users on IP Office System
Avgya P SMDR. Enables SMDR collection for IP Office
Office Collection
Set Inventory . o '
. Enables set inventory monitoring for IP office
Monitoring
Monitor device, license count = number of IP
users on MiVoice Business
Monitoring / Enable standard VQ monitoring on MiVoice
Users Business
Enable SIP trunk and digital trunk utilization
monitoring on MiVoice Business
Backu Device feature: Allows authorised administrators
P to add MiVoice Business to a backup schedule
Container feature: If the container is licensed,
On-demand
users can run on-demand backups on each
I Backup . )
MiVoice MiVoice Business
Business - .
IP Set Inventory Enable inventory monitoring for IP sets on
Monitoring MiVoice Business
Simplifies and reduces the time that it takes to
complete the following MiVoice Business tasks:
Advanced User « Moving a user from one MiVoice Business
. to another one
Operations _
« Removing aUser
« Setting up and managing Busy Lamp Field
(BLF) keys
SMDR. Enable SMDR collection from MiVoice Business
Collection
Monitoring / Monitor device, license count = number of users
MiVoice Users on MiVoice Office 250
Office 250 SMDR Enables SMDR collection from MiVoice Office
Collection 250
MiCollab Monitoring Monitor device
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DEVICE :‘TICE:SI';SABLE LICENSE ENABLES

Monitoring Monitor device
Extension And Device feature: Enables the collection of
Terminal extensions, users and terminals inventory from
Inventory MX-ONE

MiVoice MX- zg?et\elv,:nd Device feature: Enables collection of route

ONE Utilizatign utilization and gateway utilization
Backu Device feature: Allows authorised administrators

P to add MX-ONE to a backup schedule
On-demand Container feature: If the container is licensed,
Backu users can run on-demand backups on each MX-
P ONE

Monitoring Monitor device

MiVoice

Border Count of Monitor device, license count = number of

Gat Teleworker teleworker set licenses on MiVoice Border

ateway

gteat;ldard va Gateway

Server Monitoring Monitor device
“CASS::) cr)': l?lijmber Monitor device, license count = number of ports

Router of Router Ports on router
IPCOS Enable IP COS monitoring on router
Monitoring /

Switch Count of Number License count = number of ports on switch
of Switch Ports

Path Solutions Monitoring Monitor device

UPS Monitoring Monitor device

MiContact

gjgitr?;ss all Monitoring Monitor device

editions

II\?/I;\(/;ercc:erCall Monitoring Monitor device




Licensable Items

LICENSABLE
DEVICE ITEMS LICENSE ENABLES
Red Box Cal Monitoring Monitor device
Recorder
Innovation
InnLine Monitoring Monitor device
Voicemalil

Some licensing entitlement is based on the total count of IPT users. See "Aggregate Licensing and
IPT Users" on page 104 for details.

LICENSE FILES

Mitel provides license files to enable devices and capabilities. A license file contains one or more
license records. A license record contains license elements.

License Record

A Mitel Performance Analytics license record contains a number of data elements that define how
and when a license can be used by Mitel Performance Analytics. A license is assigned to a target,
typically a container. Multiple licenses can be assigned to a single target.

License Elements

A Mitel Performance Analytics license record contains a number of data elements that define how
and when alicense can be used by Mitel Performance Analytics. The following table describes
license elements.

ELEMENT
NAME DESCRIPTION
Globally
Unique ID This is a unique identifier assigned by Mitel to each license record.
(GUID)
This is an optional field that can be used to include PO information for a
PO Number .
license record.
Scope This element specifies the Mitel Performance Analytics system to which a
P license record can be assigned.
Cateao This element is the broadest definition for a license. Categories include
gory Device, Capability and Capacity.
Taraet This element specifies what the license can be assigned to. Targets
9 include the Mitel Performance Analytics device types.
Type This element provides additional information on the license. Types include
yp Device, Digital Trunk, IP COS, and others.
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ELEMENT
NAME DESCRIPTION
This element defines the number of individual countable items that a
Count license includes. Only certain licenses include Count. These licenses are
generally in the Capacity category. Typical license counts are 10, 50, and
100.
Start Date This element specifies the earliest date that a license is valid.
End Date This element specifies latest date that a license is valid.
This element specifies whether or not a license can be transferred between
different devices or targets. If a license is transferable, it can be
Transferable , . e . . ;
unassigned from its original target and reassigned. If a license is non-
transferable, it can be assigned only once.
This element is a cryptographically secure hash generated by Mitel to
. verify that a license has not been altered or corrupted in transmission. The
Signature

system does not accept licenses with a signature that is determined to be
invalid.

AGGREGATE LICENSING AND IPT USERS

104

Mitel Performance Analytics devices automatically contact their parent containers to acquire
licenses. If their parent container does not have a license for them, then they contact the next higher
container in the hierarchy until the root container is reached.

Licensing for some device capabilities is based on the total count of IPT users. For example, if a
container has a MiVoice Business call server configured for 1,000 IP users, a second MiVoice
Business call server configured for 500 IP users, and a MiVoice Border Gateway configured for 100
IP users, then the container can be loaded with 1,600 licenses.

The container licenses are flexible. Licenses that are assigned to a container are available to any of
the devices in the container. In the previous example, if the first MiVoice Business call server is
reconfigured to have just 800 IP users, then 200 licenses are free to be applied against the second
MiVoice Business call center or MiVoice Border Gateway.

Use the IPT Users Inventory query to determine the number of licenses you need. For details see
"Inventory Queries" on page 79.

LICENSING STATUS AND OVERCAPACITY

Use the following procedure to verify licensing status and see if the total demand for licenses for IPT
users exceeds the amount of licenses assigned to a container:

1. Access the dashboard of the container where the licenses have been assigned. Typically, this
is the customer’s root container.

2. From the dashboard, select Licenses under the Settings icon.



Aggregate Licensing and IPT Users

ed for tech
hild S
Me
Ney
Ney

Q Settings (nd

“‘ Alert Profiles
.l Users

a License Pool

Ticket# [+

=== License Policy

@ Thresholds

The Licensing window is displayed.

@ Licensing: Container - Mitel-Next

License Status:
Feature
Device/MPADavice/Backup
Devica/MPADavice/Monitoring
Devica/MPADavice/SMDR
Device/MPADavice/Set Inventory
Devica/MPADavice/Standard VO
Devica/MPADavice/ Trunk Traffic

Device/Probe/Activation

Attach License:

Attached Licenses:

License Type

State

OVERCAPACITY

Count

Expiration Required
Jan 1, 2023 6

Oct 20, 2015 5889

Jan 1, 2023 5

Jan 1, 2023 14

Jan 1, 2023 14

Jan 1, 2023 7

Jan 1, 2023 1

Start End

Assigned
2000
2000
2000
2000

2000

License ID

Trial Available?

= Return to Dashboard

Line items in red indicate licensing issues that need to be resolved.

If the total demand for licenses for IPT users exceeds the amount of licenses assigned to a
container, the line item state is OVERCAPACITY.

In the previous example:

« TheIPT users require 5,889 licenses, but only 2,000 have been assigned to the container.

« The Expiration Date shows when the overcapacity event occurred.

« Services continue to be provided, but the 60-day grace period has begun.

To correct the overcapacity issue and ensure services continue, you must purchase additional

licenses.
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Once additional licenses have been purchased, uploaded to Mitel Performance Analytics, and
assigned to the container, the license status returns to green and the expiration date returns to

January 1, 2023.

CONTAINER GUID

Mitel Performance Analytics licenses are tied to a globally unique identifier (GUID) for each Mitel
Performance Analytics system container.

If you do not use online licensing, you need to provide this GUID as part of the license order process
so that license can be created for your system.

To find your system GUID:
1. Login as a user with System Administration privileges.
2. Navigate to the root Mitel Performance Analytics container.
3. Click onthe Settings “~ icon.
4. Select the License Pool menu item.

The resulting window displays the GUID for the container. The following is an example.

Customer Container Licenses

License Request:

You will need this GUID to request a license file from Martello. When you have received the file you can upload it here.

Container GUID: dB03803d-18d4-4a63-a666-bb12482ecbab

Upload Licenses

License File: Choose File | No file chosen

® Upload License

4= Return to Dashboard

In this example, the container GUID is d803803d-18d4-4a63-a666-bb12482ecb6b.

UPLOADING A POLICY FILE

If you do not use online licensing, you need to manually install an updated license policy file.

Do the following steps:

1. Login as a user with System Administration privileges.
. Navigate to the root Mitel Performance Analytics container.

2
3. Click onthe Settings “ " icon.
4. Select the License Policy menu item.
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5. Click Choose File and navigate to the new policy file.
6. Click Upload Policy File.

UPLOADING A LICENSE FILE

If you do not use online licensing, you need to manually upload license files to Mitel Performance
Analytics.
Do the following steps:

1. Access the dashboard for the container that the license was generated for. Typically this is
the customer’s root container.

2. From the container dashboard, select License Pool under the Settings icon.

F~ +~- - A~

£} Settings
A Alert Profiles

- L Uusers 8 'E\' n
@ License Pool

The Licenses window for that container is displayed.
3. Click the Browse button. Navigate to the license file and select it.
4. Click the Upload License button.

(RapidServe Licenses

Upload Licenses

License File:
rapidserv.lic

® Upload License

If there is a problem, such as loading duplicate or invalid licenses, the Licenses window provides
feedback to indicate the issue.

Once the licenses have been uploaded, the Licenses window provides information on the licenses
that have been uploaded.

ASSIGNING A LICENSE

If you do not use online licensing, you need to manually assign license after the license file is
uploaded to Mitel Performance Analytics. Licensing is applied differently depending on the type of
device.

Some licensing is based on the total count of configured IPT users. Licensing for other devices is
based on the total count of the device type.
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You can assign a block of licenses to a container or a sub-container that has devices that need
licensing. This is typically the customer’s root container.

Devices automatically contact their parent containers to acquire licenses. If their parent container
does not have a license for them, then they contact the next higher container in the hierarchy until the
root container is reached.

Do the following steps:

1. Access the dashboard for a container requiring licensing.
2. From the dashboard, select Licenses under the Settings icon.

bd for tech  4g¥ settings

‘ Alert Profiles
1 Users

i License Pool
hild S Ticket # (+)
Nei wmm License Policy
Ney

@ Thresholds

Ney

The Licensing window is displayed. The following is an example.



Expired Licenses

@ Licensing: Container - System

License Status:

Featura State Expiration Required Assigned Trial Available?
Device/MPADevice/Backup Jan 1, 2023 2506 25000
Device/MPADavice/Monitoring Jan 1, 2023 9815 25000
Davice/MPADavica'SMDR Jan 1, 2023 2330 25000
Devica/MPADavice Sat Inventory Jan 1, 2023 4125 25000
Device/MPADevice/Standard VQ Jan 1, 2023 9815 25000
Device/MPADevice/Trunk Traffic Jan 1, 2023 516 25000
Devica/ProbelActivation Jan 1, 2023 1 1
Device/Probe/1P SLA Jan 1, 2023 1 2
Device/Sarver/Monitoring Jan 1, 2023 10 25000
Devica/Switch/Menitoring Jan 1, 2023 B84 25000

Attach License:

Attached Licenses:

License Type Count Start End License ID

4 Return to Dashboard

The top part indicates the status of the licenses for this container. The middle part allows you
to attach more licenses. The bottom part lists the currently attached licenses.

3. From the dropdown list, select one of the available licenses.
4. Click the Attach License button.

5. If the license is non-transferable, a confirmation dialog box appears. Non-transferable licenses
cannot be reassigned to other devices. Confirm your intent.
If successful, the licensing window confirms that the license has been assigned by listing it in
the bottom part of the window.

The license is automatically enforced.

If multiple licenses are required then repeat the license assignment process as necessary.

EXPIRED LICENSES

Expired licenses are normally hidden on the Licensing panel. If any licenses are hidden, you can
click a button to display them under Attached Licenses.
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LICENSE REPORTING

For information on license reporting, see "License Queries" on page 80 and "Generating Reports" on
page 90.
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CONFIGURING MITEL PERFORMANCE
ANALYTICS DEVICES

Device configuration is managed by specifying settings on the device settings sheet. To display the
device properties sheet, select Settings under the Settings icon of the dashboard for the particular
device, as follows:

To add a device, see "Step 4 - Add Devices" on page 47.

COMMON OPTIONS

The following configuration options are common to most devices:

L]

Device name: Used for device identification on Mitel Performance Analytics dashboards.
Probe: Probed used to monitor the device.

Description field: Descriptive text that is displayed in the Device Information panel.

IP address: Used to communicate with the device.

Fault and performance monitoring: Enables monitoring by Mitel Performance Analytics.

Ping DSCP: Sets Differentiated Services Code Point (DSCP) settings so that Ping packets
more closely mimic real VolP traffic. You can choose from Best Effort (0), High Priority
(46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

SNMP configuration: Used to gather event data from the device. See "SNMP Configuration”
on page 111.

Interface filters: Used to focus or clarify data about the device interfaces. See "Interface
Filter Configuration" on page 113.

Maintenance mode: While in maintenance mode, Mitel Performance Analytics provides only
minimal monitoring of the device. This setting is useful to isolate a device with known issues
so its alarms do not clutter the monitoring data of the rest of the network.

Device Message: Settings for a message banner that appears on the device dashboard.
Users can specify the banner color, message title, and message text.

SNMP CONFIGURATION

Mitel Performance Analytics supports SNMP v1, v2C, and v3 for retrieval of device information. The
configuration options are different for SNMP v1 and v2C, and for SNMP v3.
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The following is a typical settings sheet area for SNMP v1 or v2C configuration:

SNMP Configuration

SNMP Version: vac -
SNMP Port: 161
Community String: ssssne @

SNMP v1 and v2C use a community string to authenticate SNMP requests.

Mitel Performance Analytics allows configuration of the following:

o Community string (common default is “public”)
o SNMP port (standard port is 161)

SNMP v3 supports a user-based security model that enables:

« No authentication or encryption
« Authentication only
« Authentication with encryption (also referred to as Privacy)

Authentication options are MD5 and SHA.
Encryption options are DES and AES128.

Certain SNMPv3 devices require that the SNMP agent requesting information use a specified engine
ID.

The following is a typical settings sheet area for SNMP v3 configuration:

SNMP Configuration

SNMP Version: vi -
SNMP Port: 161
V3 Security Level: authPriv -

V3 Username:

V3 Auth Type: MD5 ~

V3 Auth Password: ®
V3 Priv Type: DES -

V3 Priv Password: &
EnginelD:

Mitel Performance Analytics SNMP v3 configuration options allow you to specify:
o SNMP port (standard port is 161)
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« V3 security level: One of the following:
o NoAuthNoPriv — no security, not recommended
« Auth — Authentication only
« AuthPriv — Authentication and encryption (Privacy), recommended
« V3 authentication type: MD5 or SHA
« V3 authentication password: Required for authentication
« V3 privacy type: DES or AES128
« V3 privacy password: Required for privacy

« EnginelD: Leave blank in most cases; certain SNMPv3 agents may require this to be
specified

INTERFACE FILTER CONFIGURATION

Mitel Performance Analytics interface filtering allows you to select interfaces for monitoring. Some
devices have multiple interfaces or ports, but only need monitoring for a small number of them (for
example, WAN interfaces and MiVoice Business RTC ports).

On the device settings sheet, specify the interface name(s) and/or type(s) that you want to monitor.
Note that this feature removes data collection and display from all interfaces except those specified.

The following is a typical settings sheet area for interface filtering configuration:

Interface Filters

Names:

Types:

Tofilter by interface name, enter the Network Interface name(s) into the Names field. Multiple
names can be entered by using commas to separate them. Sample names are eth0 and (Internal
port) RTC's PowerPC to SW (1).

Tofilter by interface type, enter the Network Interface type(s) into the Types field. Multiple types can
be entered using commas to separate them. Sample types are ppp and ethernetCsmacd.

Note: Changes in interface filtering may not be reflected immediately in dashboard views. Allow a
few minutes for the dashboard to refresh with new data. Also, the web browser cache settings may
delay the dashboard refresh. Clear the browser cache to ensure the dashboard displays the latest
interface data.

The following example shows the Interface Statistics panel for a server with multiple interfaces
without interface filtering:
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Interface Statistics
# Interface Type Speed Status Bandwidth Discards / Errors Availability
softwareLoopback 107 Gbps @ 0% | 0% 0% | 0% 100%
2 tunnel 1.07 Gbps @ 0% | 0% 0% | 0% 100%
3 tunnel 1.07 Ghps o 0% | 0% 0% | 0% 100%
4 tunnel 1.07 Gbps  © 0% | 0% 0% | 0% 100%
5  ppp 1.07 Gbps o 0% | 0% 0% | 0% 100%
6 ethemetCsmacd 107 Gbhps @ 0% | 0% 0% | 0% 100%
7 ethemetCsmacd 1.07 Ghps o 0% | 0% 0% | 0% 100%
8 ethemetCsmacd 1.07 Ghps o 0% | 0% 0% | 0% 100%
9  ppp 1.07 Ghps @ 0% | 0% 0% | 0% 100%
10 ethemetCsmacd 1 Gbhps o 0% | 0% 0% | 0% 100%
11 tunnel 100 Kbps o 0% | 0% 0% | 0% 0%
12 tunnel 100 Kbps o 0% | 0% 0% | 0% 100%
13 tunnel 0 bps o 0% | 0% 0% | 0% 0%
14 ethemetCsmacd 1 Gbps o 0% | 0% 0% | 0% 100%
15 ethemetCsmacd 1 Ghps o 0% | 0% 0% | 0% 100%
16 ethemetCsmacd  1.07 Gbps @ 0% | 0% 0% | 0% 100%
17 ethemetCsmacd 1.07 Ghps o 0% | 0% 0% | 0% 100%
18 ethemetCsmacd 1.07 Ghps o 0% | 0% 0% | 0% 100%
The following is the same panel with interface filtering enabled for tunnel.
Interface Statistics
# Interface Type Speed Status Bandwidth Discards / Errors Availability
2 tunnel 1.07 Ghps o 0% | 0% 0% | 0% 100%
3 tunnel 1.07 Gbps  © 0% | 0% 0% | 0% 100%
4 tunnel 1.07 Ghps o 0% | 0% 0% | 0% 100%
11 tunnel 100 Kbps o 0% | 0% 0% | 0% 0%
12 tunnel 100 Kbps © 0% | 0% 0% | 0% 100%
13 tunnel 0 bps o 0% | 0% 0% | 0% 0%

PROBE CONFIGURATION

A single Probe enables monitoring of multiple devices on the same IP network. If the container in
which the Probe is added contains subcontainers, the Probe can monitor the devices in the
subcontainers also.

Do the following steps:

1. Access the Probe’s dashboard.
2. From the Probe’s dashboard, select Settings under the Settings icon.
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The Probe properties sheet is displayed.

3. Edit and change property settings as required. In addition to general settings available to all
Mitel Performance Analytics device, Probe settings include:

« IP SLA Monitoring: Enable the checkbox and enter up to four IP SLA targets,
specifying either the target IP address or their FQDN. For each target, you can specify
Differentiated Services Code Point (DSCP) settings. You can choose from Best Effort
(0), High Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS)
settings.

« Probe Diagnostics: Enabling these settings displays additional diagnostic tools. The
tools should be used and interpreted with assistance from Mitel support.

« Probe Software Override JAR URL field: This field is used for troubleshooting
purposes. It allows for installation of special software. It is used only with assistance
from Mitel support.

« Probe Password: This setting appears only when you have the Probe Installer
administrative permission. When a Probe is first added to Mitel Performance Analytics,
Mitel Performance Analytics generates a random security password for Server to Probe
communications. Afterwards, when the Probe is installed, it is automatically configured
to use this password. At this stage, when first adding a Probe but before it is installed,
users may choose to replace the random password with their own. The security
password can contain only alphanumeric characters. Spaces or other special
characters cannot be used. Changing the password after the Probe is installed and
configured is not recommended because it disables Server to Probe communications.

« Remote Access Control: See "Remote Access Control Configuration” on page 115.
4. Click the Save button when done.

REMOTE ACCESS CONTROL CONFIGURATION

Mitel Performance Analytics allows remote access controls on the Probe settings sheet. The
following is a typical settings sheet area for interface filtering configuration:

Remote Access

Allow Port Forwards: Always E|

Never
To Monitored Devices Only
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Users can configure the Probe to:

« Never allow port forwarding, thereby blocking all remote access capabilities
« Allow port forwarding only to those devices monitored by the Probe
« Allow port forwarding for all devices on the subnet the Probe is connected to, thereby allow
remote access to devices not monitored by the Probe
Permissive Port Forwarding

By default, users can remotely access a device only if they have Remote Access permission for
both the device and the Probe monitoring it. The Permissive Port Forwarding option allows a user
to remotely access a device if they have Remote Access permission for the device, but not for the
Probe monitoring it.

Before enabling this option, consider carefully why you denied the user Remote Access for Probe.
By enabling this option, the user can access the Probe's network environment and could harm it.

Disabling this option does not terminate existing Remote Access sessions. To terminate existing
Remote Access sessions, use the Probe's Port Forwards panel.

MIVOICE MX-ONE DEVICE CONFIGURATION
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To add a MiVoice MX-ONE device to Mitel Performance Analytics, you need the following
information:

« |P address of the MiVoice MX-ONE device

o SSH username and password for the MiVoice MX-ONE server

« SNMP configuration information, including the SNMP community string used for SNMP Gets
and Traps

MIVOICE MX-ONE SSH ACCESS CONFIGURATION

Mitel Performance Analytics uses the SSH CLI to retrieve information from the MiVoice MX-ONE.
You should create a limited privileges account on the MiVoice MX-ONE for use by the Mitel
Performance Analytics system. This account requires at least snlevO0 privileges for normal operation.
To enable scheduled and on-demand backups, this account must also be part of the eri_sn_d and
Idap groups.

Ensure that the SSH login information configured on Mitel Performance Analytics matches the
credentials required for the MiVoice MX-ONE SSH account.

MIVOICE MX-ONE SNMP CONFIGURATION

SNMP must be properly configured on the MiVoice MX-ONE server for correct operation with Mitel
Performance Analytics.

To verify the SNMP configuration on the MiVoice MX-ONE:

1. Open the snmpd.conf file with the following command:
sudo vi /etc/snmp/snmpd.conf

The content of the file is displayed. The following is an example:

# Please see /usr/share/doc/packages/net-snmp/EXAMPLE.conf for a
# more complete example and snmpd.conf (5).
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Writing is disabled by default for security reasons. If you'd like
to enable it uncomment the rwcommunity line and change the community
name to something nominally secure (keeping in mind that this is
transmitted in clear text).

H= 4 4 HE e

# don't use ' < > in strings for syslocation or syscontact

# Note that if you define the following here you won't be able to
change

them with snmpset

syslocation Server Room

syscontact Sysadmin (root@localhost)

# These really aren't meant for production use. They include all MIBS
# and can use considerable resources. See snmpd.conf (5) for
information

# on setting up groups and limiting MIBS.
rocommunity public

# rwcommunity mysecret 127.0.0.1

# MX-ONE alarm traps uses agentx protocol

master agentx

AgentXSocket localhost:705

# MX-ONE alarm traps can trigger snmptrapd to sent mail and
textmessages

# trapcommunity: Default trap sink community to use
trapcommunity public

# trap2sink: A SNMPv2c trap receiver

trap2sink 172.16.1.222

2. Verify the rocommunity setting and the trapcommunity setting. In the previous example,
they are highlighted in bold. Ensure both the rocommunity and trapcommunity values are the
same and set to public. Ensure that Mitel Performance Analytics is configured with this value.

3. Ensure that at least one trap2sink destination value is set to the IP address of the Mitel
Performance Analytics Probe that is used to monitor the MiVoice MX-ONE server. In the
previous example, it is highlighted in bold.

CONFIGURING MX-ONE HANDSETS FOR SIP VOICE
QUALITY MONITORING

Mitel Performance Analytics uses voice quality reports sent by Mitel SIP handsets. The SIP
handsets must be configured to send the voice quality reports to the Mitel Performance Analytics
Probe monitoring the MX-ONE as follows:

1. Ensure that the configuration file for the handset has the following lines:
sip rtcp summary reports: 1

sip rtcp summary report collector: collector@<Probe IP>

sip rtcp summary report collector port: 5060

Substitute <Probe IP> with the IP address for the Probe monitoring the MX-ONE. For on-
premise systems, this is the IP address of the Mitel Performance Analytics server.
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The general configuration file for Mitel SIP handsets is aastra.cfg. The SIP handset must reload
its configuration file before it can start sending the required voice quality reports to Mitel Performance
Analytics.

CONFIGURING MITEL PERFORMANCE ANALYTICS FOR MX-
ONE

Do the following steps:

1.

® N o O

10.
1.

12.
13.

14.

15.

From the device dashboard, select Settings under the Settings icon.

Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

If necessary, change the name of the MiVoice MX-ONE device.

Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the MiVoice MX-ONE device.

Enter the IP address of the MiVoice MX-ONE device.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.
Select SNMP v1, v2c or v3. Mitel recommends SNMP v2c for MiVoice MX-ONE devices.
Enter the SNMP configuration information.

To enable the collection of Voice Quality statistics, select the Collect Voice Quality check
box.

To enable Voice Quality threshold alarms, select the Enable VQ Threshold check box.

If the MiVoice MX-ONE has multiple interfaces and you want to receive SIP voice quality
reports from the additional interfaces, enter a comma-separated list of IP addresses in the
Additional IP Registrars field. You do not need to enter the IP address of the MiVoice MX-
ONE device entered previously. Each IP address in this field supplements the IP address of
the MX-ONE device.

To enable the collection of route and gateway utilization data, select Traffic Monitoring. Use
the Display IP Set Utilization and Display Legacy Set Utilization checkboxes to select
what data to display in the Gateway Utilization panel. To hide the entire Gateway Utilization
panel, ensure that neither is selected.

Note: Ensure that Traffic Monitoring is selected on only one MX-ONE Service Node in your
telephone system.

To enable the collection of IPT user, extension, and terminal information select Monitoring
Enabled under Extension and Terminal Inventory.
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16. Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

17. Optionally enable maintenance mode for the device.
18. Optionally specify the device message.
19. Enter the user name and password for SSH access to the MiVoice MX-ONE device.

20. Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

MX-ONE APPLICATION SERVER DEVICE
CONFIGURATION

To add a MX-ONE Application Server to Mitel Performance Analytics, you need the following
information:

« |P address of the server
« SNMP configuration information
« Names of applications to be monitored

MX-ONE APPLICATION SERVER SNMP CONFIGURATION

SNMP support must be enabled for the monitored server with the same community string as that
configured in Mitel Performance Analytics. You should also ensure that the server is configured to
allow management traffic from the Probe for off-net monitoring or from the Internet for on-net
monitoring.

CONFIGURING MITEL PERFORMANCE ANALYTICS FOR MX-
ONE APPLICATION SERVER

Do the following steps:

1. From the device dashboard, select Settings under the Settings icon.

2. Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

3. If necessary, change the name of the MX-ONE Application Server.

4. Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

5. Enter a description for the MX-ONE Application Server.
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6.

10.

1.

12.

13.

14.
15.
16.

Enter the IP address of the MX-ONE Application Server. If no Probe is used, the IP address
must be reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address
must be reachable from the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.
Enter the SNMP configuration information.

To display the Service Sets panel and monitor services, enable Windows Service
Monitoring. See "Service Sets Panel" on page 262 for details on monitoring services.
The Applications to Monitor settings are displayed.

Select the check box of the applications to monitor; MiCollab Advanced Messaging, CMG,
inAttend, ACS Media Server.

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

MIVOICE BUSINESS DEVICE CONFIGURATION

The configuration procedures in this section apply to the following types of MiVoice Business
devices:

Mitel 300 ICP

MiVoice Business
MiVoice Business Server
vMCD

To add a MiVoice Business system, you need the following information:

MiXML username and password
IP address of the 3300/MiVoice Business
SNMP configuration information

The following optional features apply to the MiVoice Business:
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Voice Quality statistics collection
Digital trunk statistics collection
SIP trunk statistics collection
Scheduled offsite backup
Scheduled SMDR collection

IP Set inventory collection

ESM Single Sign-on shared account
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MIVOICE BUSINESS USERNAME AND PASSWORD
PRIVILEGES

For each MiVoice Business system being monitored, the MiVoice Business username and
password supplied to Mitel Performance Analytics must have appropriate administration rights.

You can do this either by using the standard MiVoice Business administration username and
password or by creating a new user for Mitel Performance Analytics, as follows:
1. Log into the MiVoice Business System Administration Tool as super user or admin.

2. Navigate to System Properties > System Administration and open the User
Authorization Profiles form. Create a new User Profile Login ID.

3. Ensure that the username and password are the same as those entered when configuring the
MiVoice Business Device in Mitel Performance Analytics.

4. Ensure that the user has the following permissions:
« Desktop: Set to False
o Group Admin: Set to False
o System Admin: Set to True
« System Admin Policy Name: Set to root or system
« Application: Set to True

MIVOICE BUSINESS SNMP CONFIGURATION

SNMP access must be enabled for Mitel Performance Analytics to collect system alarms and
memory utilization data.
1. Log into the MiVoice Business System Administration Tool as super user or admin.
2. Navigate to System Properties > System Administration and open the SNMP
Configuration form. Confirm the following:
« Enable SNMP Agent: Set to Yes

« Read-Only Community string: Same as that configured in Mitel Performance
Analytics. The default is public.

« Accept Requests from All Managers: Can be set to Yes or No. If set to No, ensure
the Accept Requests from the following Managers panel contains the Probe IP
address. For Mitel Performance Analytics on premise installation, the Probe IP address
is the IP address of the Mitel Performance Analytics server.

3. Gotothe SNMP Trap Forwarding form and add the Mitel Performance Analytics Probe IP
address as a member in the Trap Forwarding Attributes table. Ensure that the SNMP trap
community string is the same as the string used for SNMP reads.

MIVOICE BUSINESS USER SESSION INACTIVITY PERIOD
CONFIGURATION

To prevent session timeouts between the Probe and the MiVoice Business, the User Session
Inactivity Period on the System Security Management form must be set to 65 minutes or higher.

1. Log into the MiVoice Business System Administration Tool as super user or admin.

2. Navigate to System Properties > System Administration and open the System Security
Management form.
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3. Click on the Change button on the resulting form. Change the User Session Inactivity
Period setting to 65 or higher. The following is an example:

D M I tel Group 'System Defaulted" Alarm Status: No Alarm Message Board | About | Help | Log Out

A=
Yakko $E  System Security Management on Yakko B0 Senh Show form on| o aecessine L
¥ LANNMUAN Corfiguration &'5ystem Security Management
+ Voice Network
~ System Properties Login Banner False
» System Settings NOTICE TO USERS: THIS IS A PRIVATE B
" COMPUTER SYSTEM. Itis for authorized use
' em Feature Settings B Text only, Users (authaorized or unautharized) have no
+ System Administration anner le: explicit or implicit expectation of privacy. Any or all
SDG Form Sharing ¢ uses ofthis system and all files on this system ~
N may be intercepted, monitored, recorded,
505 Form Comparison
} Password Strength fipak
Admin Folicies ¢ User Session Inactivity Period
System Security Management g Password Expiry Interval ]
User Authorization Prafiles ¢
4. Click Save.

MIVOICE BUSINESS VOICE QUALITY CONFIGURATION

For Mitel Performance Analytics to collect Voice Quality statistics, Voice Quality Monitoring must
be enabled in the MiVoice Business management web interface as follows:
1. Log into the MiVoice Business System Administration Tool as super user or admin.

2. Navigate to Maintenance and Diagnostics > Voice Quality and open the Voice Quality
Configuration form.

3. Set Voice Quality Monitoring to True. Use the default Voice Quality SNMP Trap Latency
Threshold value.

MIVOICE BUSINESS DIGITAL TRUNK AND SIP TRUNK
UTILIZATION MONITORING CONFIGURATION

To enable digital and SIP trunk utilization monitoring, MiVoice Business Traffic Data Collection must
be enabled using the Traffic Report Options form:
1. Log into the MiVoice Business System Administration Tool as super user or admin.

2. Navigate to System Properties > System Feature Settings and open the Traffic Report
Options form

3. Click the Change button.
4. Scroll to the bottom of the dialog box and change the default settings to the following:
o Time Slot 6
« Active: Yes
« Start Time (HH:MM): 00:00
« Stop Time (HH:MM): 00:00
« Period Length: 15
« Usage Units: CCS
o Maximum Number of Traffic Files: 10
o Trunk Groups: Yes
e Trunks: Yes
5. Click Save.
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6. Ensure that CCS Trace is not running on the MiVoice Business.

The previous procedure shows recommended settings to enable digital and SIP trunk utilization
monitoring. At a minimum, the following settings must be configured:

« Stop Time (HH:MM): 00:00 or 23:59 (to ensure time slot lasts 24 hours)
« Period Length: 15

« Maximum Number of Traffic Files: 10

« Trunk Groups: Yes

o Trunks: Yes

The Traffic Report Options form can contain additional settings.

MIVOICE BUSINESS SMDR COLLECTION

You must configure the MiVoice Business to enable SMDR collection. The type of configuration
depends on the selected SMDR collection method: FTP or socket. See "SMDR Collection" on page
26 for details.

If you select the FTP method, make sure that the following options are enabled on the MiVoice
Business:

« SMDRis on for external calls and that the trunk routes have SMDR enabled in their Class of
Service options.
« "SMDR file transfer support" is enabled under "SMDR options".
Toreceive the SMDR file, Mitel Performance Analytics temporarily changes the “External FTP

configuration” on the MiVoice Business call server. The configuration is reset immediately after the
file is sent by the MiVoice Business call server.

If you select the socket method, make sure that SMDR is on for external calls and that the trunk
routes have SMDR enabled in their Class of Service options. The MiVoice Business streams SMDR
records from the system IP address on port 1752.

CONFIGURING MITEL PERFORMANCE ANALYTICS FOR
MIVOICE BUSINESS

Do the following steps:

1. From the device dashboard, select Settings under the Settings icon.

2. Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

3. If necessary, change the name of the MiVoice Business.
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4.

10.
1.
12.

13.

14.
15.
16.
17.
18.
19.

20.
21.

22,
23.
24,

25.

Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the MiVoice Business.

Enter the IP address of the MiVoice Business. If no Probe is used, the IP address must be
reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address must be
reachable from the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

Select SNMP v1, v2C or v3. Mitel recommends SNMP v1 for MiVoice Business call servers.
Enter the SNMP configuration information.
Enter the MiXML username and password.

To enable a shared account for ESM logon, select the Enable SSO shared account
checkbox. Supply the credentials in the new fields. All users with Remote Access and
Shared SSO Credentials permissions can use the shared account to log into the EMS.

To enable the collection of Voice Quality statistics, select the Collect Voice Quality check
box.

To enable Voice Quality threshold alarms, select the Enable VQ Threshold check box.
To enable SDS error rate monitoring, select the Enabled check box.

To enable collection of digital trunk statistics, select the Traffic Monitoring check box.
Select the severity level for the resiliency failover alarm. Your choices are Major or Minor.
To enable collection of SIP trunk statistics, select the SIP Traffic Monitoring check box.

To enable MiVoice Business IP set inventory, select the Inventory Monitoring check box.
You must enable this setting before you can enable Disconnected Set alarms.

To enable the Disconnected Set Alarm, select the check box.

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

If necessary change the SMDR collection method for the MiVoice Business: FTP or Socket.
See "SMDR Collection" on page 26 for details. Ensure SMDR collection has been scheduled.
See "Scheduling Device Operations" on page 159.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

MIVOICE BORDER GATEWAY DEVICE
CONFIGURATION

To add a MiVoicel Border Gateway device to Mitel Performance Analytics, you need the following
information:

« |P address of the MiVoice Border Gateway
« SNMP configuration information
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« Administrator account password

MIVOICE BORDER GATEWAY SNMP CONFIGURATION

Use the MBG Server Manager web interface to enable SNMP for Mitel Performance Analytics.

Mitel recommends that you configure SNMP v2C. You can optionally create an SNMP v3 user with
user name, password, authentication type and privacy options as required. The following procedure
covers SNMP v2C configuration.

Do the following steps:
1.

MIVOICE BORDER GATEWAY REMOTE MANAGEMENT

In the Mitel Standard Linux Management panel, select SNMP in the Configuration menu.
2. Enable SNMP and choose an SNMP community string for SNMP v2C.

Applications
Martello MarProbe
MiVoice Border Gateway
Remote proxy services

ServicelLink
Blades
Status

Administration
Web services
Backup
View log files
Event viewer
System information
System monitoring
System users
Shutdown or reconfigure
Virtualization

Security

Remote access

Port forwarding

web Server

Certificate Management
Configuration

Networks

E-mall settinas

Configure SNMP support

SNMP, or Simple Network Management Protocol, provides a set of operations and a protocol to permit
remote management and remote menitering of a network device and/or its services. This server
currently offers SNMPv2c and SNMPv3 support for remote monitoring via get requests and traps.

To configure the SNMP service on this server, use the following fields, and click on the "Save" button at
the bottom of the page. Note that this service is disabled by default.

Please specify whether you would like th ice enabled or disabled.
SNMP service stat @

Configure a community string that SNMPv2c clients will use to monitor this server via get requests and
traps. If you do not wish to use the default value of "public”, change the following field to your desired
community string.

SNMPv2c community strirfg
for read-only acces

Please select the range of networks that you would like to be able to access your SNMPv2c services.
SNMPv2c network access Al configured trusted networks a
setting

SNMPv3 provides secure access to the server by a combination of authenticating and encrypting frames
over the network. User-Based Security Model (USM) is used for controlling access to information
available via SNMPv3.

N In order to retrieve data from the server via get requests, a
SNMPv3 Settings ,sername is required.

Configure SNMPv3 Users

CONFIGURATION

Use the MBG Server Manager web interface to enable Remote Management from Mitel Performance
Analytics.

Do the following steps:
1.

In the Mitel Standard Linux Management panel, select Remote Access in the Security

menu.
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2. Inthe Remote Management area, ensure that the Mitel Performance Analytics Probe is
allowed to access the device by doing either of the following actions:

« Add the IP address of the Mitel Performance Analytics Probe with a subnet mask of
255.255.255.255 (recommended).

« Add the network and subnet mask information for the Mitel Performance Analytics
Probe (for example, 10.0.7.0, 255.255.255.0).

Servicelink
Blades

Administration
Web services
Backup
View log files
Event viewer
System information
System monitoring
System users
Shutdown or reconfigure
Virtualization

Remote Management

It is possible to allow hosts on remote networks to access the server manager or legin via secure shell
by entering those networks here. Use a subnet mask of 255.255.255.255 to limit the access to the
specified host. Any hosts within the specified range will be able to access the server manager using
HTTPS. To allow secure shell access from hosts in the specified range you must also configure the
Secure Shell Settings accordingly.

10.0.5.73 255.255.255.255 1

To add a new remote management network, enter the details below.
Network

) Subnet mask

Security

Remote access ]

Port forwarding
Web Server
Certificate Management

Secure Shell Settings
You can control Secure Shell access to your server. The public setting should only be enabled by
experienced administrators for remote problem diagnosis and resolution. We recommend leaving this

. X parameter set to "No Access" unless you have a specific reason to do otherwise.
Configuration

Networks Secure shell access Allow access only from trusted and remote management networks E
E-mall settings Allow administrative ves E
Google Apps command line access over

DHCP secure shell

Allow secure shell access No B
using standard passwords

Date and Time
Hostnames and addresses
Domains

1Pv6-in-IPv4 Tunnel

Ethernet Cards

3. Inthe Secure Shell Setting area, ensure that SSH access is enabled by doing all of the
following actions:

o Choose Allow access only from trusted and remote management networks.
« Enable the Allow administrative command line access over secure shell option.

« If the system administration password has not been set to a strong value, reset it toa
strong value, or enable the Allow secure shell access using standard passwords
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ServiceLink
Blades

Administration
Web services
Backup
View log files
Event viewer
System information
System monitoring
System users
Shutdown or reconfigure
Virtualization

Security
Remote access ]
Port forwarding
Web Server
Certificate Management

Configuration
Networks
E-mall settings
Google Apps
DHCP
Date and Time
Hostnames and addresses
Domains
1Pv6-in-IPv4 Tunnel
SNMP
Ethernet Cards

Remote Management

It is possible to allow hosts on remote networks to access the server manager or login via secure shell
by entering those networks here. Use a subnet mask of 255.255.255.255 to limit the access to the
specified host. Any hosts within the specified range will be able to access the server manager using
HTTPS. To allow secure shell access from hosts in the specified range you must also configure the
Secure Shell Settings accordingly.

[ etwork | Subnet mask | Number of st Ramove|

10.0.5.73 255.255.255.255 1

To add a new remote management network, enter the details below.
Network
Subnet mask

Secure Shell Settings

You can control Secure Shell access to your server. The public setting should only be enabled by
experienced administrators for remote problem diagnosis and resolution. We recommend leaving this
parameter set to "No Access" unless you have-srspe

Secure shell acces Allow access only from trusted and remote management networks

Allow administrative ves E
command line access oveé
secure shell

Allow secure shell access no E
using standard passwords
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MIVOICE BORDER GATEWAY VOICE QUALITY
CONFIGURATION FORMBG BEFORE 9.0

Previous to release 9.0, MiVoice Border Gateway and Mitel Performance Analytics provides Voice
Quality monitoring for Teleworker sets only. The MiVoice Border Gateway must be configured so
that:

« Remote Access through Secure Shell (SSH) is enabled

« MiVoice Border Gateway Call Recording option is activated

« Secure Call Connecter is approved to receive a connection from the Probe
After Mitel Performance Analytics has been configured, it attempts to communicate with the

MiVoice Border Gateway. The MiVoice Border Gateway requires that you manually accept a Mitel
Performance Analytics Certificate request.

MiVoice Border Gateway Access using SSH

To enable SSH access, go to the MiVoice Border Gateway Server Management web page, select
the Security/Remote Access tab on the left hand menu, and set the following options:

« Secure shell access: Set to Allow access only from local and remote management
networks

« Allow administrative command line access over secure shell: Set to Yes

« Allow secure shell access using standard passwords: Set to Yes

MITEL ‘ MITEL STANDARD LIN

admin@vmbg: 12.martellotech.com Logout

Applications Remote Management

Miel Baraer Gateway Itis possible to allow hosts on remote networks 1o access the server manager or login via secure shell by
Remobe: procy servioes entering those networks here. Use a subnet mask of 255.255.255.255 to limit the access to the specified
ServiceLink host. Any hosts within the specified range will be able to access the server manager using HTTPS. To allow
secure shell access from hosts in the specified range you must also configure the Secure Shell Settings
Blades accordingly.
Status

Administration Metwork |Subnet mask Number of hosts Remove
Backup 192.168.218.0 255.255.255.0 256
View log files
Event viewer _
System Information To add a new remote management network, enter the details below.
System monitoring Network
System users
Shutdown or reconfigure Subnet mask
Virtualization
ccuri Secure Shell Settings
v ;
'ou can control Secure Shell access to your server. The public setting should only be enabled by
ocal netwarks experienced administrators for remote problem diagnosis and resolution. We recommend leaving this
Port forwarging parameter set to "No Access” unless you have a specific reason to do otherwise,
Web Server Certificate
Certificate Management Secure shell access | Allow access only from local and remote management networks  #

Configuration Allow administrative command | .. .
hell

i
line access over secure sl

E-mail settings
Google Apps Allow secure ‘:'r.'.:‘“” ““"'I Yes 3
DHCP sta

Date ang Time
Hostnames and addresses
Domains
MiVoice Border Gateway Call Recording Configuration

To enable Call Recording on the MiVoice Border Gateway, go to the MiVoice Border Gateway
Server Management web page panel. Select the Configuration tab with the Settings subtab
opened. Ensure that the Call recording option is set to True.
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Mitel Performance Analytics does not access any call content. Mitel Performance Analytics uses
the Secure Call Recording Connector to receive only Voice Quality performance information from the
MiVoice Border Gateway.

@MlTEL
i bg

;] ch Logout

‘ Mitel Standard Linux
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Applications

Mitel Border Gateway

Remote proxy services

ServiceLink
Blades
Status

Administration
Backup
View log files
Event viewer
System information
System monitering
System users
Shutdown or reconfigure
Security
Remote access
Local networks
Port forwarding
‘Web Server Certificate
Certificate Management

Configuration
E-mail settings
DHCP
Date and time
Hostnames and addresses
Domains
SNMP
Ethernet Cards
Review configuration

Manage Mitel Border Gateway

m Configuration

Settings Network profiles ICPs

Services Applications Clustering

IP Translations Bandwidth management

# Location: Configuration settings

Alarms

®

‘Welcome to the MBG administrative interface. From here you can manage all aspects of the MBG's behaviour. Above are various tabs
for accessing different parts of the system. If at any time you require more information, click the Help icon in the upper-right corner

of the page.

This page captures Advanced settings for MBG. Please be very careful with all of the settings in this page. Some are capable of

causing a service outage when used improperly.
MBG status as of 2 August 2012 13:27:30.
Security parameters
Security profile Legacy mode
Relax ICP RTP checks False
Disable SRTP False
Restrict MiNet devices True
Unencrypted MiNet support Disabled
Service parameters
SRTP starting port 20000
SRTP ending port 31000
DSCP setting for signaling Expedited forwarding
DSCP setting for voice Expedited forwarding
KPML credentials
Global device options
Allow G.722 False

Call recording True

RTP framesize 20ms

Miscellaneous TFTP blocksize 4096 bytes

Support and licensing MiNet options
Help Local streaming False
G.729 transcoding False
Set-side codec G.729

MIVOICE BORDER GATEWAY VOICE QUALITY
CONFIGURATION FORMBG 9.0 AND LATER

For MBG 9.0 and later, Mitel Performance Analytics provides Voice Quality monitoring for
Teleworker sets, SIP Teleworker sets, and SIP trunks. The MiVoice Border Gateway must be
configured so that VQ statistics are sent to the Mitel Performance Analytics Probe IP address and
port 26262.

To configure the MiVoice Border Gateway:

1. Gotothe MiVoice Border Gateway Server Management web page.
2. Select the Service Configuration > Application integration menu item.

) Mitel ‘ Mitel Standard Linux

Applications

System status ~ Service configuration - System configuration - Administration -

MiVoice Border Gateway

Remete prosxy servicas

ICPs )
ServiceLink Page updated: Mon Nov 09 | standard Time)
MiNet devices
Blade=s 1_MBG status
Sratus SIP devices

Administration Start Courtesy down

SIP trunking

Application integration

Daisy-chain mode No

Web services

Backup

View log files

3. Inthe Voice quality statistics integration panel at the bottom of the page, click on the plus
(+)icon.
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> M|tel | Mitel Standard Linux admin@vmbg-solink martellotech com ~ Status: (Mgl [

[Appli System status ~ Service configuration ~ System configuration ~ Administration ~ (;E)
WiV

2015 18:06:02 GMT-0500 (Eastern Standard Time)

sole |

Note: This partially relies on the "MiCollab Client hostname or server

1P address” field, below, for full functionality.

1_Call recording |

Enabled

| MiCollab Client |

MiCollab Client connector enabled [m] Micollab Client hostname or server IP

address
NuPoint voicemail hostname or 1P Collaboration server hostname or IP
address address

| MiContact Center |

Emeil ==ttings MiContact Center connector enabled [ MiContact Center server hostname or

Google Apps
e

1P address
DHCS

| MiVeice |

MiVoice Conference support m] LDAP server IP address

UDP Port

admin@vmbg-solink martellotech.com  Status: [MEjOR

System status v Service configuration ~ System configuration ~ Administration ~ (: )

Page updated: Mon Nov 09 2015 18:07:57 GMT-0500 (Eastern Standard Time)

lpeint |

-_Manage Voice ity E
Address (7 ) oo 0100 UDP port

5. Click Save.

CONFIGURING MITEL PERFORMANCE ANALYTICS FOR
MIVOICE BORDER GATEWAY

Do the following steps:

1. From the device dashboard, select Settings under the Settings icon.

2. Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

3. If necessary, change the name of the MiVoice Border Gateway.
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4. Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

5. Enter a description for the MiVoice Border Gateway.

6. Enterthe IP address of the MiVoice Border Gateway. If no Probe is used, the IP address must
be reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address must
be reachable from the Probe.

7. Enable fault and performance monitoring.

8. Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

9. Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.
10. Enter the SNMP configuration information.
11. Enter the MSL Administration password for the MiVoice Border Gateway.
12. Enable or disable MSL Alarm Status monitoring.

13. Toenable collection of Voice Quality statistics, select the Collect Voice Quality check box.
This selection controls Voice Quality data collection for SIP Teleworker sets and for SIP
trunks.

14. Toenable Voice Quality threshold alarms, select the Enable VQ Threshold check box.
15. If you want to monitor trunk utilization, select the Trunk Utilization check box.

16. Toenable IP Set Inventory, select the check box. You must enable this setting before you
can enable Disconnected Set alarms.

17. Toenable the Disconnected Set Alarm, select the check box.

18. Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

19. Optionally enable maintenance mode for the device.
20. Optionally specify the device message.

21. Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

ACCEPTING THE MITEL PERFORMANCE ANALYTICS
CERTIFICATE REQUEST AT THE MIVOICE BORDER
GATEWAY

Once Mitel Performance Analytics has been configured with the MiVoice Border Gateway details, it
attempts to establish a Secure Call Recording Connector connection to the MiVoice Border
Gateway. To maintain the security of this connection, the MiVoice Border Gateway requires you to
manually accept the Mitel Performance Analytics Certificate Request.
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To approve the request, do the following steps:

1.

Access to the MiVoice Border Gateway Server Management web page. The MiVoice Border
Gateway displays a list of the queued Certificate Signing Requests (CSR), as follows:
@OMITEL | Mitel Standard Linux

bg

ch Logout

Applications
Mitel Border Gateway
Remote proxy services

ServiceLink
Blades
Status

Administration

Backup

View log files

Event viewer

System information

System monitering

System users

Shutdown or reconfigure
Security

Remote access

Local networks

Port forwarding

‘Web Server Certificate
Configuration

E-mail settings

DHCP

Date and time

Hestnames and addresses

Review configuration

Miscellaneous
Support and licensing
Help

Manage Certificates @

In this panel, you can manage all Certificate Signing Requests (CSRs) in the queue of this server, and any signed certificates issued
by this server's Certificate Authority (CA).

To approve or reject a request, click on the Request ID, and use the resulting page. Before you approve a CSR, you should establish
the individual's identity by some means (by a phonecall at the very least), or you will defeat the purpose of this exercise.

The following are the details of your Certificate Authority's signing certificate.

Issuer: C=CA, ST=0N, O=Mite| Networks, OU=VoIP, CN=Mitel 6000
CA/emailAddress=security @Mitel.com

Subject Subject: CN=ServiceLink Account ID:
75750840/emailAddr =admin@vmbg.vmbg.martellotech.com, 0=XYZ Corporation

Not before Nov 25 04:04:24 2011 GMT
Not after Nov 22 04:04:24 2021 GMT

Issuer

Queuved CSRs

Certificate ID Subject
37846a38-cf5d-4da4-805a-bBefb2c9024f O=Martello, CN=martello
Approved Certificates

There are no approved certificates at this time.

Revoked Certificates

There are no revoked certificates at this time.

Mitel Standard Linux 9.4.20.0
Copyright 1999-2012 Mitel Corporation
All rights reserved.

Click on the Certificate ID. This provides further information on the CSR as follows:
@MITEL  Mitel Standard Linux

bg

ch. Logout

Applications
Mitel Border Gateway
Remaote proxy services

ServiceLink
Blades
Status

Administration
Backup
View log files
Event viewer
System information
System maonitoring
System users
Shutdewn or reconfigure
Security
Remote access
Local networks
Port forwarding
Web Server Certificate

Certificate Management

Configuration
E-mall settings
DHCP
Date and time
Hostnames and addresses
Domains
SNMP
Ethernet Cards
Review configuration

Miscellaneous
Support and licensing
Help

Public Key A\gorlmm dsaEncryption
DSA Publlc Key:
pub
2d B4:f8:bc:f2:58:ea: 26d4 2e E-b 1b:4e:c9:89:

4d:70:85:3a:b0:7c:d7:5c:e5:4a:1b:3c:d7:67:94:
Bb:B9:7e:0d:c0:d1:37:61:f4:00:5b:d5:27:d5:02:
f0:bc:56:7c:6a:72:7a:41

00:fd:7f:53:81: ld ?5 12:29:52:df:4a:9c:2e:ec:

54:13:5a:16:91:32:16:75:f3:ae:2b:61:d7:2a:ef:
f2:22:03:19:9d:d1:48:01:c7

00:97:60:50:8f:15:23:0b:cc:b2:92:b8:82:a2:eb:
84:0b:f0:58:1c:f5

00:f7:e1:a0:85:d6:9b:3d:de:cb:bc:ab:5c:36:b8:
fai3a: 157:4c

f1:fb:62:7a:01:24:3biccrad:fl: l:e aB:51:90:8!
aB:83:df:e e5:9f:06:92:8b:66:5e:80:7b: 55
25:64:01:4c:3b:fe:cf:49:2a
Attributes:
Signature Algorithm: dsaWithSHA1

:08:ca:02
4d:5a:92:06:99:4f:3c:9c:12:ba

| Cancel | | Reject |
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3.

4,

Verify that the CSR is from Mitel Performance Analytics by confirming that Subject:
CN=martello, O=Martello is in the CSR details.

If you are satisfied that this is the Mitel Performance Analytics CSR, click on Approve. Mitel
Performance Analytics can then connect to the MiVoice Border Gateway to retrieve Voice
Quiality information.

MIVOICE OFFICE 250 DEVICE CONFIGURATION

To add a MiVoice Office 250 device to Mitel Performance Analytics, you need the following
information:
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« MiVoice Office 250 admin username and password
« |P address of the MiVoice Office 250 device
« Message print password

If SMDR records are being collected, then you also need the SMDR password.

CONFIGURING MITEL PERFORMANCE ANALYTICS FOR
MIVOICE OFFICE 250

Do the following steps:

1.

10.
1".

From the device dashboard, select Settings under the Settings icon.

Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

If necessary, change the name of the MiVoice Office 250 device.

Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the MiVoice Office 250 device.

Enter the IP address of the MiVoice Office 250 device. If no Probe is used, the IP address
must be reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address
must be reachable from the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

Select the software version for the MiVoice Office 250 device.
Enter the MiVoice Office 250 admin username and password.

Enter the MiVoice Office 250 message print password to enable collection of system
maintenance messages.
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12. Toenable SMDR collection from the MiVoice Office 250 device, enter the SMDR password.
See "SMDR Collection" on page 26 for details. Ensure SMDR collection has been scheduled.
See "Retrieving Scheduled SMDR or Backup Files" on page 166.

13. Optionally enable maintenance mode for the device.
14. Optionally specify the device message.

15. Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

MIVOICE CALL RECORDER DEVICE CONFIGURATION

To add a MiVoice Call Recorder device to Mitel Performance Analytics, you need the following
information:

« |P address of the MiVoice Call Recorder device
« SNMP configuration information

MIVOICE CALL RECORDER SNMP CONFIGURATION

SNMP support must be enabled for the monitored MiVoice Call Recorder device with the same
community string as that configured in Mitel Performance Analytics. You should also ensure that the
MiVoice Call Recorder device is configured to allow management traffic from the Probe for off-net
monitoring or from the Internet for on-net monitoring.

CONFIGURING MITEL PERFORMANCE ANALYTICS FOR
MIVOICE CALL RECORDER

Do the following steps:

1. From the device dashboard, select Settings under the Settings icon.

2. Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

3. If necessary, change the name of the MiVoice Call Recorder device.

4. Verify that the suggested Probe is correct. Mitel Performance Analytics preselects the Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

5. Enter a description for the MiVoice Call Recorder device.

6. Enterthe IP address of the MiVoice Call Recorder device. If no Probe is used, the IP address
must be reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address
must be reachable from the Probe.

7. Enable fault and performance monitoring.
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8. Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

9. Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.
10. Enter the SNMP configuration information.

11. Todisplay the Service Sets panel and monitor services, enable Windows Service
Monitoring. See "Service Sets Panel" on page 262 for details on monitoring services.

12. Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for

details.
13.
14.
15.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

MITEL MSL/MICOLLAB DEVICE CONFIGURATION
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To add a Mitel Standard Linux (MSL) or MiCollab server to Mitel Performance Analytics, you need
the following information:

« |IP address of the server
« SNMP configuration information
« Administrator account password

MSL/MICOLLAB SNMP CONFIGURATION

Use the MSL/MiCollab Server Manager web interface to enable SNMP for Mitel Performance
Analytics.

Mitel recommends that you configure SNMP v2C. You can optionally create an SNMP v3 user with
user name, password, authentication type and privacy options as required. The following procedure
covers SNMP v2C configuration.

Do the following steps:

1. Inthe Mitel Standard Linux Management panel, select SNMP in the Configuration menu.

2,

Enable SNMP and choose an SNMP community string for SNMP v2C.

Applications
Martello MarProbe
MiVoice Border Gateway
Remote proxy services

ServiceLink
Blades
Status

Administration

System information
System monitoring
System users
Shutdown or reconfigure
Virtualization

Security

Remote access

Port forwarding

Web Server

Certificate Management
Configuration

Networks

E-mail settings

Configure SNMP support

SNMP, or Simple Network Management Protocol, provides a set of operations and a protocol to permit
remote management and remote monitoring of a network device and/er its services. This server
currently offers SNMPv2c and SNMPv3 support for remote monitoring via get requests and traps.

To configure the SNMP service on this server, use the following fields, and click on the "Save" button at
the bettom of the page. Note that this service is disabled by default.

Please specify whether you would like th ice enabled or disabled.
Web services
Backup SNMP service stat
View log files -
Event viewer Configure a community string that SNMPv2c clients will use to monitor this server via get requests and

traps. If you do not wish to use the default value of "public”, change the following field to your desired
community string.

SNMPv2c community stri
for read-only acces

Please select the range of networks that you would like te be able to access your SNMPv2c services.
SNMPv2c network access Al configured trusted networks E
setting

SNMPv3 provides secure access to the server by a combination of authenticating and encrypting frames
over the network. User-Based Security Model (USM) is used for controlling access to information
available via SNMPv3.

. In order to retrieve data from the server via get requests, 2
SNMPv3 Settings ysername is required.

Configure SNMPv3 Users
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MSL/MICOLLAB REMOTE MANAGEMENT CONFIGURATION

Use the MSL/MiCollab Server Manager web interface to enable Remote Management from Mitel
Performance Analytics.

Do the following steps:
1. Inthe Mitel Standard Linux Management panel, select Remote Access in the Security
menu.

2. Inthe Remote Management area, ensure that the Mitel Performance Analytics Probe is
allowed to access the device by doing either of the following actions:

« Add the IP address of the Mitel Performance Analytics Probe with a subnet mask of
255.255.255.255 (recommended).

« Add the network and subnet mask information for the Mitel Performance Analytics
Probe (for example, 10.0.7.0, 255.255.255.0).

ServiceLink Remote Management
Blades N N P
- It is possible to allow hosts on remote networks to access the server manager or login via secure shell
by entering those networks here. Use a subnet mask of 255.255.255.255 to limit the access to the

specified host. Any hosts within the specified range will be able to access the server manager using
HTTPS. To allow secure shell access from hosts in the specified range you must also configure the
Secure Shell Settings accordingly.

Wetwork | Submet mas | Number of hosts

10.0.5.73 255.255.255.255 1

Administration
Web services
Backup
View log files
Event viewer
System information
System monitering
System users To add a new remote management network, enter the details below.
Shutdown or reconfigure
Virtualization

Network
Subnet mask

Security

[ Remote access ]
Port forwarding Secure Shell Settings
Web Server You can control Secure Shell access te your server. The public setting should only be enabled by
Certificate Management experienced administrators for remote problem diagnosis and resolution. We recommend leaving this

) . parameter set to "No Access” unless you have a specific reason to do otherwise.
Configuration

Networks Secure shell access Allow access only from trusted and remote management networks a
E-mall settings Allow administrative vcs a

Google Apps command line access over

DHCP secure shell

Date and Time Allow secure shell access No E

Hostnames and addresses using standard passwords

Domains

1PvE-in-1Pv4 Tunnel m
SNMP

Ethernet Cards
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3. Inthe Secure Shell Setting area, ensure that SSH access is enabled by doing all of the
following actions:

« Choose Allow access only from trusted and remote management networks.
« Enable the Allow administrative command line access over secure shell option.

« If the system administration password has not been set to a strong value, reset it to a
strong value, or enable the Allow secure shell access using standard passwords

option.
ServiceLink Remote Management
Blades N N .

— It is possible to allow hosts on remote networks to access the server manager or legin via secure shell
by entering those networks here. Use a subnet mask of 255.255.255.255 to limit the access to the
Administration specified host. Any hosts within the specified range will be able to access the server manager using

" HTTPS. To allow secure shell access from hosts in the specified range you must also configure the
wWeb services Secure Shell Settings accordingly.
Backup
Pt [ Network | Subnet mask | Number of hosts|
Number of hosts

System Information
System monitoring
System users
Shutdown or reconfigure
Virtualization
Security
Remote access ]
Port forwarding
Web Server
Certificate Management

Configuration
Networks
E-mall settings
Google Apps
DHCP
Date and Time
Hostnames and addresses
Domains
1Pv6-in-IPv4 Tunnel
SNMP
Ethernet Cards

10.0.5.73 255.255.255.255 1

To add a new remote management network, enter the details below.
Network
Subnet mask

Secure Shell Settings

You can control Secure Shell access to your server. The public setting should only be enabled by
experienced administrators for remote problem diagnosis and resolution. We recommend leaving this
parameter set to "No Access” unless vou_have-srspecinic reason to do otherwise.

Secure shell acce$s Allow access only from trusted and remote management networks

Allow administrative ves [

command line access oveé

secure shell

Allow secure shell access pNo E
using standard passwords

CONFIGURING MITEL PERFORMANCE ANALYTICS FOR
MITEL MSL/MICOLLAB

Do the following steps:

1. From the device dashboard, select Settings under the Settings icon.

2. Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

3. If necessary, change the name of the MSL/MiCollab server.

4. Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe

from the drop-down list.
5. Enter a description for the MSL/MiCollab server.
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6. Enterthe IP address of the server. If no Probe is used, the IP address must be reachable from
Mitel Performance Analytics. If a Probe is deployed, the IP address must be reachable from
the Probe.

7. Enable fault and performance monitoring.

8. Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

9. Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.
10. Enter the SNMP configuration information.
11. Enter the Administration password for the MiCollab.
12. Enable or disable MiCollab Alarm Status monitoring.

13. Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

14. Optionally enable maintenance mode for the device.
15. Optionally specify the device message.

16. Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

MITEL CONTACT CENTER BUSINESS DEVICE
CONFIGURATION

To add a Mitel Contact Center Business device to Mitel Performance Analytics, you need the
following information:

« |P address of the Mitel Contact Center Business device

« SNMP configuration information

« Mitel Contact Center Business version number

« Mitel Contact Center Business options installed
To allow communication between Mitel Performance Analytics and the Mitel Contact Center

Business , ensure that Anonymous Authentication is enabled and that no other authentication
method is active for the Internet Information Services (II1S) Manager Help application.

MITEL CONTACT CENTER SNMP CONFIGURATION

SNMP support must be enabled for the monitored MiContact Center Business with the same
community string as that configured in Mitel Performance Analytics. Also ensure that the Mitel
Contact Center Business is configured to allow management traffic from the Probe for off-net
monitoring or from the Internet for on-net monitoring.
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CONFIGURING MITEL PERFORMANCE ANALYTICS FOR
MITEL CONTACT CENTER BUSINESS

Do the following steps:

1.

10.
1".

12.

13.

From the device dashboard, select Settings under the Settings icon.

Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

If necessary, change the name of the Mitel Contact Center device.

Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the Mitel Contact Center device.

Enter the IP address of the Contact Center device. If no Probe is used, the IP address must
be reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address must
be reachable from the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.
Enter the SNMP configuration information.
To display the Service Sets panel and monitor services, enable Windows Service

Monitoring. See "Service Sets Panel" on page 262 for details on monitoring services.
The MiContact Center Service Monitoring settings are displayed.

Specify which services to monitor. Start by choosing the Mitel Contact Center version.
Options are: Version 6, Version 7, and Version 8.

Choose the Mitel Contact Center server type. Options are:
For Version 6:
« Contact Center Manager: This is the central server hosting the MiContact Center
Business manager.
« Remote Server: This is a remote server used to offload the central MiContact Center
Business manager.
« Webchat Server: This is a server that provides Webchat services.
For Version 7:

« Contact Center Manager: This is the central server hosting the MiContact Center
Business manager.

« Remote Server: This is a remote server used to offload the central MiContact Center
Business manager.
For Version 8: Enterprise or Standalone
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14.

15.

16.
17.
18.

The type of server you choose depends on how the Mitel Contact Center has been deployed.
For additional details, refer to your Mitel Contact Center user documentation.

Choose the Mitel Contact Center device options:
For Version 6 or Version 7:

« If Multimedia Contact Center is enabled, select the check box for monitoring.
« IfIVRis enabled, select the check box for monitoring.

« Ifthereis a SQL server database in the Mitel Contact Center server, select the type.
Options are: none, SQL Server, and SQL Express.
For Version 8:

« Server Location: Local or Remote.

« IfIVRis enabled, select the check box for monitoring.

« If Message and Routing is enabled, select the check box for monitoring.

« If Multimedia is enabled, select the check box for monitoring.

. If Workforce Management is enabled, select the check box for monitoring.

« Ifthereis a SQL server database in the Mitel Contact Center server, select the type.
Options are: none, SQL Server, and SQL Express.

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

GENERIC SERVER DEVICE CONFIGURATION

To add a generic server to Mitel Performance Analytics, you need the following information:

IP address of the server

SNMP configuration information

Server OS type: Windows or Linux

Names of Windows services to be monitored

GENERIC SERVER SNMP CONFIGURATION

SNMP support must be enabled for the monitored server with the same community string as that
configured in Mitel Performance Analytics. You should also ensure that the server is configured to
allow management traffic from the Probe for off-net monitoring or from the Internet for on-net
monitoring.
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CONFIGURING MITEL PERFORMANCE ANALYTICS FORA
GENERIC SERVER

Do the following steps:

1.

10.
1".

12.

13.
14.
15.

From the device dashboard, select Settings under the Settings icon.

Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

If necessary, change the name of the server.

Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the server.

Enter the IP address of the server. If no Probe is used, the IP address must be reachable from
Mitel Performance Analytics. If a Probe is deployed, the IP address must be reachable from
the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.
Enter the SNMP configuration information.

To display the Service Sets panel and monitor services, enable Windows Service
Monitoring. See "Service Sets Panel" on page 262 for details on monitoring services.

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

VMWARE ESXI SERVER DEVICE CONFIGURATION

To add a VMWare ESXi server to Mitel Performance Analytics, you need the following information:
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« |IP address of the server

« SNMP configuration information



VMWare ESXi Server Device Configuration

EXSI SERVER SNMP CONFIGURATION

SNMP support must be enabled for the monitored server with the same community string as that
configured in Mitel Performance Analytics. You should also ensure that the server is configured to
allow management traffic from the Probe for off-net monitoring or from the Internet for on-net
monitoring.

CONFIGURING MITEL PERFORMANCE ANALYTICS FORA
VMWARE ESXI SERVER

Do the following steps:

1.

From the device dashboard, select Settings under the Settings icon.

Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

If necessary, change the name of the server.

Verify that the suggested Probe is correct.Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the server.

Enter the IP address of the server. If no Probe is used, the IP address must be reachable from
Mitel Performance Analytics. If a Probe is deployed, the IP address must be reachable from
the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

9. Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.

10.
11.

12
13.
14.

Enter the SNMP configuration information.

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.
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ROUTER DEVICE CONFIGURATION
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To add a router to Mitel Performance Analytics, you need the following information:

« |IP address of the router
« SNMP configuration information
« Routertype: Cisco or Adtran

ROUTER SNMP CONFIGURATION

SNMP support must be enabled for the monitored router with the same community string as that
configured in Mitel Performance Analytics. You should also ensure that the router is configured to
allow management traffic from the Probe for off-net monitoring or from the Internet for on-net
monitoring.

CONFIGURING MITEL PERFORMANCE ANALYTICS FORA
ROUTER

Do the following steps:

1. From the device dashboard, select Settings under the Settings icon.

2. Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

3. If necessary, change the name of the router.

4. Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

5. Enter a description for the router.

6. Enterthe IP address of the router. If no Probe is used, the IP address must be reachable from
Mitel Performance Analytics. If a Probe is deployed, the IP address must be reachable from
the Probe.

7. Enable fault and performance monitoring.

8. Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

9. Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.

10. Enter the SNMP configuration information.

11. Select the router type (Adtran or Cisco) from the drop-down list.

12. Todisplay the IP route table on the device dashboard, select the checkbox.
13. Toenable IP Class of Service monitoring, select the checkbox.



Ethernet Switch Device Configuration

14.

15.

16.
17.
18.

For Cisco routers, Mitel Performance Analytics provides IP COS panels for each router

interface. By default, IP COS panels are displayed for all interfaces. To restrict the number of

panels, enter the names of the interfaces to be displayed in the List of Visible Interfaces

field. Use a comma to separate multiple interface names. Interface names are displayed in the

header of the IP COS panel. The following is an example.

IP Class of Servicel $ETH-LANS

Outgoing Bandwidth (bitsisec)
FastEthernet0/1 geing

parent

+  besteffort-class B

= call-signalling-class B
4 critical-data-class
bulk-data-class B

critical-data-child-class

network-c ontrol-class A

» class-default @ 3 pm & pm 9 pm

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new

configuration.

ETHERNET SWITCH DEVICE CONFIGURATION

To add an Ethernet switch to Mitel Performance Analytics, you need the following information:

« |IP address of the Ethernet switch
« SNMP configuration information
« Switchtype: HP, Dell, Cisco, Avaya (Nortel), or Extreme

ETHERNET SWITCH SNMP CONFIGURATION

SNMP support must be enabled for the monitored switch with the same community string as that

configured in Mitel Performance Analytics. You should also ensure that the switch is configured to
allow management traffic from the Probe for off-net monitoring or from the Internet for on-net
monitoring.
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CONFIGURING MITEL PERFORMANCE ANALYTICS FOR AN
ETHERNET SWITCH

Do the following steps:

1.

From the device dashboard, select Settings under the Settings icon.

Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

If necessary, change the name of the switch.

Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the switch.

Enter the IP address of the switch. If no Probe is used, the IP address must be reachable from
Mitel Performance Analytics. If a Probe is deployed, the IP address must be reachable from
the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

9. Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.

10.
1".
12.

13.
14.
15.

Enter the SNMP configuration information.
Choose the switch type from the drop-down list. Options are: HP, Dell, Avaya or Extreme.

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

PATHSOLUTIONS DEVICE CONFIGURATION

To add a PathSolutions VolP monitor to Mitel Performance Analytics, you need the following
information:

« |P address of the server running the PathSolutions software

« Port number used for PathSolutions web interface; normally 8084
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CONFIGURING MITEL PERFORMANCE ANALYTICS FORA
PATHSOLUTIONS DEVICE

Do the following steps:

1. From the device dashboard, select Settings under the Settings icon.

2. Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

3. If necessary, change the name of the PathSolutions VolP monitor.

4. Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

5. Enter a description for the PathSolutions VVolP monitor.

6. Enterthe IP address of the PathSolutions VolP monitor. If no Probe is used, the IP address
must be reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address
must be reachable from the Probe.

7. Enable fault and performance monitoring.

8. Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

9. Enter the port number for the PathSolutions web interface.
10. Optionally enable maintenance mode for the device.
11. Optionally specify the device message.

12. Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

UNINTERRUPTIBLE POWER SUPPLY DEVICE
CONFIGURATION

To add an Uninterruptible Power Supply (UPS) to Mitel Performance Analytics, you need the
following information:

« |P address of the UPS
« SNMP configuration information
« UPS manufacturer: only APC models with Network Management modules are supported
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UPS SNMP CONFIGURATION

SNMP support must be enabled for the Network Management module on the monitored UPS with
the same community string as that configured in Mitel Performance Analytics.

To send alarms to Mitel Performance Analytics using SNMP traps, determine the LAN address of
the Probe monitoring the UPS and configure this IP address as a trap receiver in the UPS Network
Management module. (Use the Notification > SNMP Traps > Trap Receivers pages.)

CONFIGURING MITEL PERFORMANCE ANALYTICS FORA
UPS

Do the following steps:

1.

10.
1.

12.
13.
14.

From the device dashboard, select Settings under the Settings icon.

Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

If necessary, change the name of the device.

Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the UPS.

Enter the IP address of the UPS. If no Probe is used, the IP address must be reachable from
Mitel Performance Analytics. If a Probe is deployed, the IP address must be reachable from
the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.
Enter the SNMP configuration information.

Choose the UPS manufacturer from the drop-down list. Currently, only APC models with
Network Management modules are supported.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.
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AVAYA IP OFFICE DEVICE CONFIGURATION

To add an Avaya IP Office device to Mitel Performance Analytics, you need the following
information:

L]

L]

IP Office system type — IP Office 500 / 500v2 or IP Office Server Edition
IP address for the system

System User Name and Password

SNMP configuration information

SMDR port number for the system (if collecting SMDR records)

AVAYA IP OFFICE SNMP CONFIGURATION

To enable or verify SNMP settings on the Avaya IP Office device:

1.
2
3.
4

5.

Access the IP Office System Manager.

. Load the configuration for the system to be monitored.

Go to the System / Events / Configuration tab.

. Ensure that SNMP is enabled. Set the SNMP community string (the default is public) and the

SNMP port to 161 (the default).
Save the new configuration.

Enabling or changing SNMP requires a system merge on the Avaya IP Office device and may
require a system reboot.

AVAYA |P OFFICE SMDR CONFIGURATION

To enable SMDR for the Avaya IP Office device:

1.

I

6.

Access the IP Office System Manager.

Load the configuration for the system to be monitored.
Go to the System / SMDR tab.

Enable SMDR using the dropdown menu SMDR only.

Set the Station Message Detail Recorder Communications IP address t0 0.0.0.0 and the
TCP port to be the same port as configured on Mitel Performance Analytics for SMDR
collection. Mitel recommends you use 4400 as the TCP port number. Leave other settings at
their default values.

Save the new configuration.

Enabling SMDR for the Avaya IP Office device does not require a system reboot.
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CONFIGURING MITEL PERFORMANCE ANALYTICS FOR AN
AVAYA IP OFFICE DEVICE

Do the following steps:

1.

10.
1".
12.

13.
14.
15.

16.

17.
18.
19.

From the device dashboard, select Settings under the Settings icon.

Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

If necessary, change the name of the device.

Verify that the suggested Probe is correct. Mitel Performance Analytics preselects a Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the Avaya IP Office device.

Enter the IP address of the Avaya IP Office device. If no Probe is used, the IP address must
be reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address must
be reachable from the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

Select SNMP v1 because SNMP v2C or v3 are not supported in some IP Office releases.
Enter the SNMP configuration information.
Enter the Avaya IP Office system usemame and password.
Select the IP Office Type from the dropdown list. Options are:

« IP Office: Select this option for an IP Office 500 or 500 v2 System.

« |IP Office Server: Select this option for an IP Office Server Edition System.
Optionally enable the Avaya System Monitor. Supply the password as needed.
Optionally enable IP Set Inventory Monitoring.

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

To enable SMDR collection, supply the TCP port number that Mitel Performance Analytics
must use to connect to the IP Office to retrieve the SMDR records. This must be the same as
the TCP port number configured previously in the IP Office System. See "SMDR Collection"
on page 26 for details. Ensure SMDR collection has been scheduled. See "Retrieving
Scheduled SMDR or Backup Files" on page 166.

Optionally enable maintenance mode for the device.

Optionally specify the device message.

Click Save to save your changes.
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Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

BASIC IP DEVICE CONFIGURATION

To add a basic IP device to Mitel Performance Analytics you need the following information:

« |P address for the system
« SNMP configuration information

CONFIGURING MITEL PERFORMANCE ANALYTICS FORA
BASIC IP DEVICE

Do the following steps:

1. From the device dashboard, select Settings under the Settings icon.

2. Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

3. If necessary, change the name of the basic IP device.

4. Verify that the suggested Probe is correct. Mitel Performance Analytics preselects the Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

5. Enter a description for the basic IP device.

6. Enterthe IP address of the basic IP device. If no Probe is used, the Enter the IP address of
the basic IP device. If no Probe is used, the IP address must be reachable from Mitel
Performance Analytics. If a Probe is deployed, the IP address must be reachable from the
Probe.

7. Enable fault and performance monitoring.

8. Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

9. Enter the SNMP configuration information.
10. Optionally enable maintenance mode for the device.
11. Optionally specify the device message.

12. Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.
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RED BOX CALL RECORDER DEVICE CONFIGURATION

To add a Red Box Call Recorder device to Mitel Performance Analytics, you need the following
information:

150

« |P address of the Red Box Call Recorder device

« SNMP configuration information

RED BOX CALL RECORDER SNMP CONFIGURATION

SNMP support must be enabled for the monitored Red Box Call Recorder device with the same
community string as that configured in Mitel Performance Analytics. You should also ensure that the
Red Box Call Recorder device is configured to allow management traffic from the Probe for off-net
monitoring or from the Intemnet for on-net monitoring.

CONFIGURING MITEL PERFORMANCE ANALYTICS FORA
RED BOX CALL RECORDER

Do the following steps:

1.

10.
1.

12.

From the device dashboard, select Settings under the Settings icon.

Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

If necessary, change the name of the Red Box Call Recorder device.

Verify that the suggested Probe is correct. Mitel Performance Analytics preselects the Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

Enter a description for the Red Box Call Recorder device.

Enter the IP address of the Red Box Call Recorder device. If no Probe is used, the IP address
must be reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address
must be reachable from the Probe.

Enable fault and performance monitoring.

Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.

Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.
Enter the SNMP configuration information.

To display the Service Sets panel and monitor services, enable Windows Service
Monitoring. See "Service Sets Panel" on page 262 for details on monitoring services.

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.



Innovation InnLine Voice Mail Device Configuration

13. Optionally enable maintenance mode for the device.
14. Optionally specify the device message.

15. Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.

INNOVATION INNLINE VOICE MAIL DEVICE
CONFIGURATION

To add an InnLine Voice Mail device to Mitel Performance Analytics you need the following
information:

« |P address of the InnLine Voice Mail device
« SNMP configuration information

INNOVATION INNLINE VOICE MAIL SNMP CONFIGURATION

SNMP support must be enabled for the monitored InnLine Voice Mail device with the same
community string as that configured in Mitel Performance Analytics. You should also ensure that the
InnLine Voice Mail device is configured to allow management traffic from the Probe for off-net
monitoring or from the Internet for on-net monitoring.

CONFIGURING MITEL PERFORMANCE ANALYTICS FOR AN
INNOVATION INNLINE VOICE MAIL DEVICE

Do the following steps:

1. From the device dashboard, select Settings under the Settings icon.

2. Supply your email and password to enable administrative functions.
The device properties sheet is displayed.

3. If necessary, change the name of the InnLine Voice Mail device.

4. Verify that the suggested Probe is correct. Mitel Performance Analytics preselects the Probe
with the fewest container levels between it and the device. If needed, select a different Probe
from the drop-down list.

5. Enter a description for the InnLine Voice Mail device.

6. Enterthe IP address of the InnLine Voice Mail device. If no Probe is used, the IP address
must be reachable from Mitel Performance Analytics. If a Probe is deployed, the IP address
must be reachable from the Probe.

7. Enable fault and performance monitoring.

8. Choose the DSCP setting for Ping packets. You can choose from Best Effort (0), High
Priority (46), or a variety of Assured Forwarding (AF) or Class Selector (CS) settings.
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10.
1.

12.

13.
14.
15.

Select SNMP v1, v2C or v3. Mitel recommends SNMP v2C.
Enter the SNMP configuration information.

To display the Service Sets panel and monitor services, enable Windows Service
Monitoring. See "Service Sets Panel" on page 262 for details on monitoring services.

Enable Interface Filtering if required. See "Interface Filter Configuration" on page 113 for
details.

Optionally enable maintenance mode for the device.
Optionally specify the device message.

Click Save to save your changes.
Clicking Save automatically runs a Probe connectivity check and verifies the new
configuration.
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MANAGING DEVICES

This chapter shows you how to do various operations on Mitel Performance Analytics devices such
as discovering them, moving them from one container to another, and performing backups.

DISCOVERING MITEL PERFORMANCE ANALYTICS
DEVICES

The Device Discovery panel automates the task of adding devices to Mitel Performance Analytics.
The Device Discovery panel uses SNMP to determine devices that can be monitored by Mitel
Performance Analytics.

STARTING DEVICE DISCOVERY

To configure a new set of discovery criteria and start the discovery process, do the following steps:

1. From a container dashboard, select Device Discovery under the Add icon:

".' New Container

BQ th.
B New Device
L]

Q Device Discovery
th@martellotech.com &

The Device Discovery panel is displayed.

Probe
Probe for discovery: SystemProbe E‘
IP Networking
Network: 10
Subnet:
SNMP Configuration
SNMP Version: v2e v
SNMP Port: 161
Community String: seeeee @

2. Choose the Probe that you want to use to monitor the devices once they are discovered.

3. Specify the base IP address of the network to be scanned and a netmask (for example,
255.255.255.0). The base IP address and the netmask specify the range IP addresses to scan
for devices.
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4. Specify the SNMP configuration information for the devices. See "SNMP Configuration" on

page 111 for details. Note that the Device Discovery panel does not support SNMPv3.

5. Click the Start discovery button. The Device Discovery panel lists devices in the network

that it has discovered.

Q Device Discovery

Start a new discovery

@ Discovery completed on "Sysiem Probe” for the network 10.0.2 0 with mask 25

Scan Results Add Multiple Devices
Name IP Address Type Discovered Prabe
i (CE22 Mivoice Busine v @ System Probe

ikea 10025 - System Probe

Choose a type

rmegrath-PC 10.0.2.136 e, . © System Probe Configure and Add

Devices already in the System

Name IP Address Type Saved Probe

NETEM Gateway @ 10024 NETEM ., © System Probe AR AT AT
Mivioice MX-C v © SR FEEE Configure and Add again

4= Return to Dashboard

MX-One LIM1 ® 100220

Devices that are not monitored by Mitel Performance Analytics are listed under Scan
Results. You can add them to Mitel Performance Analytics by clicking on the Configure and
Add button for each device. See "Adding Discovered Devices" on page 154. You can also
add multiple devices to Mitel Performance Analytics by using the Add Multiple Devices
dropdown list. See "Bulk Adding Devices" on page 155.

Devices that are already monitored by Mitel Performance Analytics are listed under Devices
already in the System. You can change their configuration by clicking on the Configure and
Add again button. See "Reconfiguring Existing Devices" on page 155.

The discovery process respects user access rules. The Device Discovery panel only lists devices
that a user has access to.

ADDING DISCOVERED DEVICES

Do the following steps:

1. From the Scan Results list in the Device Discovery panel, verify the device type.

The initial device type is determined by the SNMP data returned by the device. If the
discovery process cannot determine a device type, it displays Choose a Type. Determine

additional device details by hovering over the @ icon.

Change the device type if necessary. For example, the discovery may suggest a device type
of Server, when in fact the device would be better suited to be a MiCollab. The Configure and
Add button is activated only when a device type is selected.



Discovering Mitel Performance Analytics Devices

2. Click the Configure and Add button beside the device to be added to Mitel Performance

Analytics.
The device’s Settings sheet is displayed. The fields and settings are pre-populated with the

SNMP data supplied by the device.
3. Configure the device by changing the Settings page as required. See "Configuring Mitel
Performance Analytics Devices" on page 111 for details.

4. Click on the Save button. The Device Discovery panel is displayed so you can add another
device to Mitel Performance Analytics.

RECONFIGURING EXISTING DEVICES

Do the following steps:

1. From the Devices already in the System list in the Device Discovery panel, click on the
Configure and Add again button.
The device’s Settings sheet is displayed. The fields and settings are pre-populated with the
SNMP data supplied by the device.

2. Reconfigure the device by changing the Settings page as required. See "Configuring Mitel
Performance Analytics Devices" on page 111 for details.

3. Click on the Save button. The Device Discovery panel is displayed so you can modify the
configuration of another device.

BULK ADDING DEVICES

Do the following steps:

1. From the Scan Results list in the Device Discovery panel, verify the device type.
The initial device type is determined by the SNMP data returned by the device. The suggested
device type may need to be changed. For example, the discovery may suggest a device type
of Server, when in fact the device would be better suited to be a MiCollab. If the discovery
process cannot determine a device type, it displays Choose a Type. Determine additional

device details by hovering over the @ icon.
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From the Add Multiple Devices dropdown list, select the first device type to be applied to
multiple discovered devices. The Add Multiple Devices - Template panel is displayed.

X Add Multiple Devices

Template for MiVoice Business devices

You can add muliiple devices with the same configuration. Fill in details of the device configuration
below.

IP Networking

IP Address: discovered

Fault & Performance Monitoring

Enabled: T
Ping DSCP
DSCP to use for ping: BestEffort (0) v

SNMP Configuration

SNMP Version: v2e v
SNMP Port: 161
Community String: = |seeses e

4= Return to discovery results = Next 4= Return to Dashboard

-

The Add Multiple Devices - Template panel displays a configuration template based on the
Settings page for the type of device selected from the Add Multiple Devices dropdown list.

. Fill out the configuration template as required. See "Configuring Mitel Performance Analytics

Devices" on page 111 for details. When done, click on the Next button.
The Add Multiple Devices — Validate and save panel is displayed.

. Onthe Add Multiple Devices — Validate and save panel, select which discovered devices

you want to apply the configuration template to. You can also change the device name and the
container where to add the device.

. Click on the Add devices button. The Add multiple devices panel confirms the selected

devices were added to Mitel Performance Analytics.



Moving a Device

MOVING A DEVICE

Moving a device means changing its parent container. Moving a device applies to all objects
associated with it, incuding alarms, events and licensing.

Do the following steps:

1. Access the dashboard of the device you want to move.
2. Select Settings under the Settings icon.

@)

i Licenses

The device’s Settings page is displayed.

B p5sic IP Device - Router

General
Name: Router
Frobe: SystemProbe -
Container: Accounting

Under General, the name of the device appears, its Probe, and its parent container. Click the
Relocate this Device... button. The Relocate Device dialog appears.
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3. Inthe Select Destination field, enter either the full name or the partial name of the new parent
container, and click Search or press Enter.

& Relocate Device Router

Source
Device Name: Router
Source Container: Accounting
Destination

SEIEF‘.t _ Q
Destination:

4= Return To Settings X Cancel

The Relocate Device dialog is populated with a destination container structure.

Note: The Relocate Device dialog does not display a destination container structure unless
you click Search or press Enter after entering the full or partial name of the new parent
container in the Select Destination field.

4. Select the new parent container and click Next.

Destination

Select Q Central
Destination:

=7 O North America
=5 O Central
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The Relocate Confirmation dialog is displayed listing possible concerns associated with
moving the device.

5. Select Accept and continue and click Apply to move the device.
Licensing is automatically enforced on the moved device.

SCHEDULING DEVICE OPERATIONS

Use the Operations Scheduler to schedule operations on multiple devices at once . Supported
operations include:
« Backup:
« MiVoice Business
« MiVoice MX-ONE
« SMDR collection
« MiVoice Business
« MiVoice Office 250
« Avaya IP Office
« MiVoice Business activities:
« HotDesk Logout
« GotoDay Service
« GotoNight Service
« Incremental IDS Sync
o FulllDS Sync

Note: Mitel recommends that you avoid using the FreeFTPd server due to known issues and
limitations with that product.

Mitel Performance Analytics retains:

« The 10 most recent backups
« An SMDR file for up to 31 days

CAUTION: To retain SMDR files longer than 31 days, you must provide alternate storage and move
the files there before they are erased byMitel Performance Analytics.

Scheduled operations are performed by the Probe; not the Mitel Performance Analytics server. The
Probe is aware of scheduled operation requirements for the next 24-48 hours. This mechanism
allows scheduled operations to occur even if the Probe loses communications with the Mitel
Performance Analytics server.

Schedules apply only to the devices in a container and its subcontainers. A device can only be a
member of a single SMDR collection schedule. However, a device can be a member of multiple
backup schedules. For example, a MiVoice Business or MiVoice MX-ONE can be a member of a
daily backup schedule and a monthly backup schedule.

For SMDR collection, the devices (MiVoice Business, MiVoice Office 250, or Avaya IP Office) must
be correctly configured. For details, see "MiVoice Business SMDR Collection" on page 123,
"MiVoice Office 250 Device Configuration" on page 132 or "Avaya IP Office Device Configuration”
on page 147.
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When applicable, the Operations Scheduler panel is available by clicking Scheduler under the
Tools icon of a container dashboard, as follows:

A\ Alarm Queries

f AuditLog fortes

1 .
H— Contact Information

@ Threshold Queries * /7

i Ticket (¥ =
B nventory Queries 05
* 5 L © N
@ License Queries s e
B Reports k /2 @
* 75 4 ©
(@© scheduter
* 7S 1 &«
(© scheduter Resutts IR
2
A

The Operations Scheduler panel displays a list of configured operation schedules. The following is
an example:

® Operations Scheduler

¥ Backup Schedule details

Scheduled System Backup Select an operation schedule to see its details here

¥ Go to Day Service

P Go to Night Service
P HotDesk Logout

» IDS Full Sync

P DS Incremental Sync
P SMDR File Collection

+ New Schedule

DISPLAYING SCHEDULE DETAILS

Do the following steps:

1. Access the Operations Scheduler.
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2. Click on the schedule name on the left of the panel; for example Scheduled System Backup.
The schedule details are displayed on the right of the panel under Schedule details.

®© Operations Scheduler

¥ Backup

Scheduled Sysiem Backup

¥ Go to Day Service

P Go to Night Service

» HotDesk Logout

P IDS Full Sync

» DS Incremental Sync
P SMDR File Collection

Schedule details - Scheduled System Backup

Activation date

Expiry date

Frequency

Time zone

Execution starts at
Execution must begin within
Execution must complete within
Execution retry attempts
Attached devices

Include Voice Mail

Include Call History

Perform System Configuration

21-June-2016
21-June-2026

Daily
America/New_York
9:00 AM

5 minutes { 9:05 AM )
5 minutes ( 9:05 AM )
1

2

No

No

No

Mirror

& Edit Settings & Add/Remove Devices 1l Delete

SCHEDULING AN OPERATION

Do the following steps:

1.
2.
3.

Access the Operations Scheduler.
Click on the New Schedule button.

Select the type of operation from the dropdown list and click on the Next button.
The Operations Scheduler displays new schedule parameters.

Specify the schedule parameters:
« Name: The name of the operation to be created

« Frequency: The frequency at which the operation is to be executed. Other fields on the
panel might change depending on the selected frequency.

« Schedule time zone: The time zone that is used to execute the scheduled operation

« Execution starts at: This field appears if Frequency is set toHourly, Daily, Weekly,
or Monthly. The time that the scheduled operation is to begin. The operation begins at
this time for all devices associated with the schedule operation, regardless of the local
time of the devices.

« Execution must begin within: The time period within which the operation must begin.
When taken with the Schedule start time, this setting determines the latest time that
the operation can begin.

« Execution must complete within: The maximum time period that the operation can
run for. When taken with the Schedule start time, this setting determines the latest
time that the operation can finish.
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« Execution retry attempts: The operation attempts at least once in the scheduled time
period. However in case of failture, Mitel Performance Analytics attempts the operation
this number of additional times.

« Schedule activation date: The date that the scheduled operation begins.

« Schedule expiry date: The last date that the scheduled operation can occur.
The following is an example.

® New Operation Schedule

ame
Frequency
Schedulke ime zone

Execubon stans at .

pecufion must begin within R = Jr——
Execufion must compiete: within
Execumon retry atempls
Scneoule &0 vation date F— . *

Schedule expiny dae

4= Hack m M Canc

In the previous example, SMDR collection is schedule to occur on the third of each month,
starting between 12:00 midnight and 12:15 am and lasting no later than 1:00 am. If SMDR
collection fails, no retries are attempted. The SMDR collection starts June 8, 2016 and runs
until June 8", 2026.

. Specify the operation-specific parameters as required.

For MiVoice Business backup, the parameters are:
« Include Call History: Optionally include Call History in the backup.

« Include Voice Mail: Optionally include Voice Mail in the backup.
For MiVoice MX-ONE backup, the parameters are:
« Perform System Configuration MirrorOptionally backup all nodes of the telephony
system. A regular MX-ONE backup stores telephone user data only. A mirror backup

also stores the configuration data of all the nodes.
Note: A mirror backup can consume significant MX-ONE resources. Perform a mirror backup

only during off peak hours.
The default file storage location varies depending on the type of installation:
« Forcloud-based installations, Mitel Performance Analytics stores the files to secure
offsite storage (Amazon S3).

« Foron-premise installations, Mitel Performance Analytics stores the files onits file
system file store.
To use an external server, select Use external FTP server:
« Select the protocol from the dropdown list. You can use the following protocols: SFTP
(SSH File Transfer Protocol), FTP (File Transfer Protocol), or FTPS (Secure File
Transfer Protocol). Both implicit and explicit FTPS are supported.
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« Supply the URL to the server.
« Supply the credentials to access the server.

« Supply the port to use.
For MiVoice Business internal scheduler activities, refer to for related details. The related
parameters are:

« Go to Night Service:
« Service Option: Night 1 or Night 2
« HotDesk Logout:
« User Option: All, Internal, or External
« IDS Full Synch:
« Use Global Catalog
« Domain Set: List of domains to scan when not using the global catalog
« Synchronization Type: Apply, Detain, or Compare
o Allow Delete Operation
« IDS Incremental Synch:
« Use Global Catalog
« Domain Set: List of domains to scan when not using the global catalog
« Synchronization Type: Apply, Detain, or Compare
« Use Default Query String

« Query String: Query string to use when not using the default string
Click Save when all the parameters have been specified.

6. Select the devices that the operation applies to:
« Useclick, shift-click, and ctrl-click to select the devices from the left list.
« Click the Add button to move the devices to the right list. Or double-click on the

selected devices.
Use the search fields at the top of the device lists to locate devices to move.

Click the Done button at the bottom of the panel when you are done selecting the devices that
the operation applies to.

7. Click the Done button.

ABOUT MIVOICE BUSINESS ACTIVITIES

You can use Mitel Performance Analytics to centrally configure the details of these activities and
schedule them on multiple MiVoice Business call servers. Once configured, Mitel Performance
Analytics performs these activities. However it is still possible to use the individual MiVoice
Business internal schedulers to schedule activities that might conflict with the Mitel Performance
Analytics scheduled activities. For this reason, Mitel recommends that you use either method to
schedule MiVoice Business activities but not both.
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CHANGING THE SETTINGS OF A SCHEDULE

Do the following steps:

1. Access the Operations Scheduler.
2. Click on an existing schedule to display its details.
3. Click the Edit Settings button.

© Operations Scheduler

¥ Backup Schedule details - Scheduled System Backup
Scheduled System Backup Activation date 21-June-2016
¥ Goto Day Service Expiry date 21-June-2026
. . Frequency Daily
¥ Go to Night Service
Time zone America/New_York

¥ HotDesk Logout
¥ |IDS Full Sync
¥ |IDS Incremental Sync

¥ SMDR File Collection

Execution starts at

Execution must begin within
Execution must complete within
Execution retry attempts
Attached devices

Include Voice Mail

Include Call History

Perform System Configuration
Mirror

9:00 AM

5 minutes ( 9:05 AM )
5 minutes ( 9:05 AM )
1

2

No

No

No

& Edit Settings & Add/Remove Devices 1l Delete

4 New Schedule

The Edit Operation Schedule panel displays schedule parameters. Change the parameters
as needed. For details on each parameter, see "Scheduling an Operation" on page 161.

4. Click the Save button when done.

ADDING ORREMOVING DEVICES FROM A SCHEDULE

Do the following steps:

1. Access the Operations Scheduler.
2. Click on an existing schedule to display its details.

164



Scheduling Device Operations

3. Click the Add/Remove Devices button.

® Operations Scheduler

¥ Backup Schedule details - Scheduled System Backup
Scheduled System Backup Activation date 21-June-2016
¥ Goto Day Service Expiry date 21-June-2026
. . Frequency Daily
¥ Go to Night Service
Time zone America/New_York
¥ HotDesk Logout Execution starts at 9:00 AM
w |DS Full Sync Execution must begin within 5 minutes { 9:05 AM )
Execution must complete within 5 minutes ( 9:03 AM )
¥ IDS Incremental Sync Execution retry attempts 1
¥ SMDR File Collection Attached devices 2
Include Voice Mail No
Include Call History No

Perform System Configuration
Mirror

No

@ Edit Settings & Add/Remove Devices

« New Schedule

The Add/Remove Devices panel displays the devices that are currently associated with the
schedule. Add or remove devices as needed.

4. Click the Save button when done.

DISPLAYING OPERATION RESULTS

Do the following steps:

1. Select Scheduler Results under the Tools icon.

2\ Alarm Queries

@ Audit Log =
EE Contact Information

B nventory Queries Ticket 02
@ Uicense Queries
B reports * 7
@© scheduter

(© scheduler Results . 7

@ Threshold Queries * 7

»

N,
R R S
@

A
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2. Choose the Recent Results query. The following is an example.

Graph Type View Filters View Management
Table | Pie = Piuot Month | Week | Day | Custom Columns ~ &L W R I
- Device Name x | - Schedule Name

Container Name (¥ Device Name & Schedule Name (¥ Run Date @ State ¥ Attempt Count @ File Size (¥ File Download @

# Device Name: MX1-172 PSTN

4 Schedule Name: Hourly Cloud Backup

MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.73 KB ¥ Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.64 KB ¥ Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.74 KB ¥} Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 65868 KB I Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.71 KB ¥ Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.68 KB K Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.67 KB K Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.73 KB ¥ Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 B658.75 KB K Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 6587 KB ¥ Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.76 KB K Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.69 KB K Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.71 KB K Download

4 Schedule Name: Hourly FTP Backup

MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658 64 KB = External Link
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658 67 KB =» External Link
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658.74 KB =» External Link
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658.71 KB =» External Link
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658.73 KB = External Link
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658.63 KB = External Link
Mar\Watch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658.6 KB = External Link

n\ 50 .

RETRIEVING SCHEDULED SMDR OR BACKUP FILES

Use the Recent Results query or the Completed Files query to retrieve scheduled SMDR or
backup files.

Do the following steps:

1. Select Scheduler Results under the Tools icon.

/A Alarm Queries

Audit Log [orites

Contact Information

Inventory Queries Ticket

* 7 = o
License Queries .

* & o
Reports * S 4 e
Scheduler

Scheduler Results

»

,
R R S
]

A

Threshold Queries
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2. Choose the Recent Results query or the Completed Files query. The following is an
example of the Recent Results query.

Graph Type View Filters View Management
Table | Pie | Pivo Month | Week | Day | Custem Columns - | m M
« Device Name x | | « Schedule Name x
Container Name ()| Device Name & Schedule Name (& RunDate @ State @ Attempt Count @ File Size @ File Download @
4 Device Name: MX1-172 PSTN
4 Schedule Name: Hourly Cloud Backup
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.73 KB I Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658 64 KB I Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658 74 KB = Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658 68 KB = Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 65871 KB ¥ Download
MarWalch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.68 KB
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.67 KB = Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.73 KB M Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 658.75 KB I Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 6587 KB I Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 65876 KB I Download
MarWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 65869 KB = Download
MarwWatch MX1-172 PSTN Hourly Cloud Backup SUCCESS 1 65871 KB I Download
4 Schedule Name: Hourly FTP Backup
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658.64 KB =» External Link
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658.67 KB =» External Link
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 65874 KE
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658 71KB =» External Link
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658 73 KB =» External Link
Mar\Watch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658.63 KB = External Link
MarWatch MX1-172 PSTN Hourly FTP Backup SUCCESS 1 658.6 KB =» External Link

3. Locate the scheduled SMDR or backup file of interest. Click the Download link or External
Link button to download the file to your local computer.

Backup File Name Convention

Mitel Performance Analytics names the backup files using the following convention:
backup_<DeviceType>_<DeviceGUID>_<TimeStampCreated>.tar

where:

« <DeviceType> is the Mitel Performance Analytics device type; currently MCD or MX-ONE.
« <DeviceGUID> is the GUID of the device.

« Thetimestampis the UTC time with the format: yyyy-MM-ddTHH-mm-ssZ.
The timestamp is the time at the beginning of backup preparation.

« Thefile extensionis .tar.

The following is an example:

backup MCD 939de843-3e77-4b06-bd9%2-ed772cc7a618 2016-06-14T08-00-
00%Z.tar

In the previous example the file is a backup file for a MiVoice Business call server with 939de843-
3e77-4b06-bd92-ed772cc7a618 as a GUID; starting 2016, June 14th, 08:00:00 UTC.

SMDR File Name Convention

Mitel Performance Analytics names the SMDR files using the following convention:

<DeviceType>_<DeviceGUID>_<TimeStampCreated>.smdr
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where:

<DeviceType> is the Mitel Performance Analytics device type, one of MCD, Mite15000 or
AvayalIpOffice

<DeviceGUID> is the GUID of the device.

The timestamp is the UTC time with the format: yyyy-MM-ddTHH-mm-ssZ.
The timestamp is the time at the beginning of record collection for a particular SMDR file.

The file extension is . smdr.

The following is an example:

MCD 939de843-3e77-4b06-bd92-ed772cc7a618 2016-09-07T23-00-00Z.smdr

In the previous example the file is an SMDR file for a MiVoice Business call server with 939de843-
3e77-4b06-bd92-ed772cc7a618 as a GUID; starting 2016, Sep 7th, 00:00:00 UTC.

ON-DEMAND BACKUPS

When applicable, the On Demand Backup panel is available by clicking Backup under the Tools
icon of a device dashboard, as follows:

A Alarm Queries

| il Audit Log rorites

x Connectivity

g Inventory Queries

-

Ticket ®

On-demand backups are available for MiVoice Business and MiVoice MX-ONE devices.

Note: Mitel recommends that you avoid using the FreeFTPd server due to known issues and
limitations with that product.

PERFORMING AN ON-DEMAND BACKUP

Do the following steps:

1.
2.
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Access the dashboard for the device you want to backup.

Select Backup under the Tools icon.
The On Demand Backup panel is displayed.
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3.

2 On Demand Backup: 10.8.2.45

MiVB Backup Parameters

Include Call History

Include Voice Mail i
Backup Destination

Use external FTP server

External FTP Server URL

If applicable, specify the operation-specific parameters.
For MiVoice Business backup, the parameters are:

« Include Call History: Optionally include Call History in the backup.

« Include Voice Mail: Optionally include Voice Mail in the backup.
For MiVoice MX-ONE backup, the parameters are:
« * Perform System Configuration Mirror: Optionally backup all nodes of the
telephony system. A regular MX-ONE backup stores telephone user data only. A mirror

backup also stores the configuration data of all the nodes.
Note: A mirror backup can consume significant MX-ONE resources. Perform a mirror backup

only during off peak hours.
The default storage location varies depending on the type of installation:

« Forcloud-based installations, Mitel Performance Analytics stores the backup files to
secure offsite storage (Amazon S3).

« Foron-premise installations, Mitel Performance Analytics stores the backup files on its
file system file store.
To use an external server, select Use external FTP server:

« Select the protocol from the dropdown list. You can use the following protocols: SFTP
(SSH File Transfer Protocol), FTP (File Transfer Protocol), or FTPS (Secure File
Transfer Protocol). Both implicit and explicit FTPS are supported.

« Supply the URL to the server.
« Supply the credentials to access the server.
« Supply the port to use.

Click Start Backup.
The On Demand Backup panel displays the operation progress.

Once the operation succeeds, the On Demand Backup panel displays a link to the backup
file. The following is an example.

Backup Complete

File: % backup_MyMiteIMCD_8 9-9513-c33e71456ba6_2016-07-11T18-49-447 tar
Size: 14.95 MB
MDS5 Sum: 2e3766ce2a61c6615b4e05cara5a6ar3
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RETRIEVING ON-DEMAND BACKUP FILES

Use the Completed Files query to retrieve on-demand backup files.
Do the following steps:

1. Select Scheduler Results under the Tools icon.

A Alarm Queries

@l AuditLog forites
§= Contact Information

A nventory Queries Ticket 0=
f License Queries
B reports *x 7
© scheduler

(© scheduler Results . /7

(™ Threshold Queries il

* F 8 o a

»

\- N
R R
]

A

@ i

By default the Completed Files query is displayed. The following is an example.

Graph Type View Filters View Management
Table | Pie | Pivot Month | Week | Day | Custom | Columnsw & B BT
Drag a column header and drop it here to group by that column
Container N.. & Device @ Schedule N.. & Run Date & File Type @ File Size & File Downle.. @ Locked @
Eugene TEST My Mitel MCD 2:51:41 PM backup 14.95 MB
Eugene TEST My Mitel MCD Schedule 1 3:26:47 PM backup 14.95 MB ¥} Download
Eugene TEST My MX-ONE Schedule 1 3:25:06 PM backup 666.57 KB = Download
Eugene TEST My Mitel MCD Schedule 1 3:111:43 PM backup 14.95 MB ¥} Download
Eugene TEST My MX-ONE Schedule 1 3:10:07 PM backup 666.8% KB ¥} Download
Eugene TEST My Mitel MCD Schedule 1 2:56:44 PM backup 14.95 MB ¥ Download
Eugene TEST My MX-ONE Schedule 1 2:55:06 PM backup B666.56 KB ¥ Download

2. Locate the on-demand backup file of interest. Look for a file with a Schedule Name of On-
demand. Click the Download link or External Link button to download the file to your local
compulter.

For the backup name file convention, see "Performing an On-Demand Backup" on page 168.

LOCKING BACKUP FILES

Use the Completed Files query to lock backup files. Locked files are retained indefinitely. For
cloud-based installations, locking applies only to backup files stored in Mitel Performance Analytics
secure offsite storage (Amazon S3). For on-premise installations, locking applies only to backup
files stored in the local file system file store.
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Do the following steps:

1. Select Scheduler Results under the Tools icon.

A\ Aarm Queries

rorites.

@l Audit Log

1 .
= Contact Information

B " Ticket =
B nventory Queries E
* 7 & o
@ License Queries
* F & o
‘ Reports * £ L ex

(© scheduter

(© scheduter Results . /

@ Threshold Queries *x 7
*

@ o

»

“, . W
e e e e e e e e

@

A

& il

By default the Completed Files query is displayed. The following is an example.

Graph Type “iew Filters View Management
Table | Pie | Pivot Month | Week | Day | Custom = Columnsw L B

Drag a column header and drop it here to group by that column

Container N._. &) Device @ Schedule N... (¥ Run Date @ File Type @ File Size @ | File Downlo._. (@ Locked @®
Eugene_TEST My Mitel MCD On-demand 2:51:41 PM backup 14.95 MB ¥ Download
Eugene TEST My Mitel MCD Schedule 1 3:26:47 PM backup 14.95 MB ¥} Download @
Eugene_TEST My MX-ONE Schedule 1 3:25:06 PM backup 666.57 KB ¥} Download
Eugene TEST My Mitel MCD Schedule 1 3:11:43 PM backup 14.95 MB ¥} Download
Eugene_TEST My MX-ONE Schedule 1 3:10:07 PM backup 666.89 KB ¥} Download @
Eugene TEST My Mitel MCD Schedule 1 2:56:44 PM backup 14.95 MB ¥ Download
Eugene TEST My MX-ONE Schedule 1 2:55:06 PM backup 666.56 KB ¥} Download

2. Locate the backup file of interest. Click its associated Locked checkbox.

You can lock up to five backup files per device.

ADVANCED USER OPERATIONS

Some specific configuration management tasks are complex for customers with MiVoice Business
clusters and take a long time to complete. For example, moving a user from one MiVoice Business
to another one, removing a user, or setting up and managing Busy Lamp Field (BLF) keys are time-

consuming tasks.

The Advanced User Operations (AUO) tool greatly simplifies these tasks and reduces the time that it
takes to complete these tasks. The AUO tool applies to MiVoice Business 7.0 and later.

The Advanced User Operations tool helps to simplify the following scenarios:

« A user moves to a different location;
« A userleaves the company;
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« The name of a user extension changes;

« A userchanges departments within a company and thus the BLF needs to change;

« A complex BLF configuration setup.

To access the AUO tool, do the following steps:

1. Select Advanced User Operations under the Tools icon.

Advanced User Operations

A Alarm Queries

ll Aucit Log

Contact Information

rorites

= Inventory Queries

a License Queries

-

Ticket
‘ Reports
*
o Scheduler
*
(® scheduter Resutts N
() Threshold Queries ol

y

&

ke be b o e
¥ & ¥ F ¥
F Y
4
il

B oy ow L

The AUO tool opens and requests that you log in.

2. Supply your Mitel Performance Analytics credentials.
The main AUO panel is displayed.

[> M'tel | Mitel Performance Analytics

M e

User to move

Delete User

Destination Mivoice Business
Create ELF

Secondary MivVoice Business
Update BLF @ K th devi
Danel eep the same device

# Keep the same Zone ID
Delete BLF

« Keep the same CESID

Customer Container %

o
i
i

For details on using the AUDO tool, refer to its online help.
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The AUO tool has the following menu items:

ICON NAME FUNCTION

Use the Dashboard menu item to access the Mitel Performance

Analytics dashboard.
s - Tools
For devices, more and different tools may be displayed depending on

the type of device.

Use the menuitems to:

« Display online help
« Display information about Mitel Performance Analytics

1- User

« Log out of Mitel Performance Analytics
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SYSTEM ADMINISTRATION PROCEDURES

Mitel Performance Analytics system administration is restricted to users with the System Admin
permission.

To access the configuration window, select System Configuration under the Settings icon:

a- Settings

‘ Alert Profiles

1 Users

a License Pool
wner i Licenses

& License Policy

Thresholds

ﬁ- Configuration

REGISTERING A SYSTEM

Licensed features do not operate until you register the Mitel Performance Analytics system and
register a valid license IDs to a container; or manually perform licensing tasks. To register a license
ID to a container, see "Registering a License ID to a Container" on page 175.

Do the following steps:

1. Initially, the System Configuration window displays the System Registration and License
Registration panes.
Note: The License Registration pane appears only after you have registered a Mitel
Performance Analytics system.
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£+ System Configuration

Registration System Registration

SMTP Server Choose Online or Offline Licensing

+ ONLINE Licensing: The system automatically
generates licenses based on the needs of
your organization, by collecting inventory
data on your network.

+ OFFLIMNE Licensing: To apply licenses to your
network, you'll be required to send an
inventory for each new set of licenses, in
order for the system to retrieve the licenses.

Twitter
Twilio SMS

MapQuest Maps API

Enter the email address of your organization's
Support contact for the MPA system. An email will
go fo this address with & passphrase that will be
required to complete system registration. This email
address may also receive periodic nofifications of
system updates and added functionality.

Email
Address:
Licensing

Options: _Offline Licensing

@0nline Licensing

2. Inthe System Registration pane, supply an email address. This can be any email address.
Mitel Performance Analytics does not use the email address for any purpose other than
sending a passphrase to complete the registration process.

3. Select your licensing option:
« Online: This option automates all tasks related to licensing.

« Offline: This option means you need to manually perform licensing tasks. Licensing
tasks include uploading a license policy, uploading license files, and applying licenses.
See "Mitel Performance Analytics Licensing" on page 100 for details.

4. Click Verify. A Passphrase field appears.
Mitel Performance Analytics sends a passphrase at the previously specified email address.

5. When you receive the passphrase, enter it in the Passphrase field.

6. Click Verify & Save.
The System Registration pane confirms you are now registered in the licensing and support
server.

REGISTERING A LICENSE ID TO A CONTAINER

Licensed features do not operate until you register the Mitel Performance Analytics system and
register a valid license ID to a container; or manually perform licensing tasks. To register the Mitel
Performance Analytics system, see "Registering a System" on page 174.

Do the following steps:

1. Open the dashboard of the topmost or root container and select System Configuration under
the Settings icon:
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The System Configuration window displays the System Registration and License
Registration panes.

Note: The License Registration pane appears only after you have registered a Mitel
Performance Analytics system.

License Registration

License ID Registration
NOTE:

= The License ID allows automated download of licensing information.

= The License ID registration assigns the License |ID to a container. This is
typically the Home container but can be any container in the system.

= You can add a customer name to the License 1D registration for your own

information.
Customer Home License License Licensing
Name Container 1D Policy Status Actions

== Register License ID With Container

2. Click Register License ID with Container.
3. Inthe resulting screen:
« Input a customer name.

« Input the license ID: You are provided the license ID by your supplier once your order
has been processed.
« Use the dropdown list to choose the container that is associated with the license ID. In

most cases, this is the home container for the Mitel Performance Analytics system.
However you can register a license 1D to any container that you have access to.

Register License ID

Customer Name MPA Customer
License ID ME2700126
Home Container Home 5

4. Click Validate & Save.

Mitel Performance Analytics connects to the licensing server and download its licenses.
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License Registration

License ID Registration
NOTE:

* The License ID allows automated download of licensing information.

Home container but can be any container in the system.

Customer Home License License Licensing
Name Container ID Policy Status
MPA customer Home M62700126 MPA-Plus Up-to-date

== Register License ID With Container

e The License ID registration assigns the License ID to a container. This is typically the

» You can add a customer name to the License ID registration for your own information.

4= Return to Dashboard

Actions

5. Confirm the license are downloaded and assigned to the expected container. Go to the
dashboard of the container and click Licenses under the Settings icon.

@ Licensing: Container - Home

License Policy:

Your license policy is: MPA-Plus

License Status:

License Tier: MPA-Plus (Click here to start All Features Licensed trial)
Licenses (required / allocated): 1/ 100
Expiration Date: 1-Jan-2023

See details

Attach License:

Attached Licenses:

+ Attach License

Count Start End

Device & MPA-Plus & Monitoring 100 1-Jan-2013 1-Jan-2023

License

cdBfoed7-052d-dalte-89a2-455bcbBadb30

4= Return to Dashboard

REFRESHING ONLINE LICENSING

With online licensing, Mitel Performance Analytics automatically performs inventories, uploads

license files as required, and applies licenses as required.
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However, you can choose to manually trigger the online licensing process.
Do the following steps:

1. Inthe License Registration pane, identify the license ID that you want to trigger the online
licensing process. Click the green Refresh icon.
The system uploads a license policy to your system, performs an inventory, and then uploads
and applies all licenses associated with that license ID.

RELEASING A LICENSE ID

A license ID can only be associated with a single Mitel Performance Analytics system or a single
container. To move a license ID to a different system or container, you must first release it.

Releasing a license ID causes all of their licensing data to be removed the container; thus freeing the
licenses to be re-associated with a different container or system.

Do the following steps:

1. Inthe Licensing Registration pane, identify the license ID that you want to release. Click
the red Trash icon.
The system removes of the licensing data from the container.

To register the license ID to a different system or container, see "Registering a License ID to a
Container" on page 175

CONFIGURING THE SMTP SERVER
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Use this procedure to update or correct SMTP server settings used by Mitel Performance Analytics
to:

« Send email notification of alarms
« Send forgotten password reset links by email
« Deliver scheduled reports by email



Configuring a Twitter Account

Do the following steps:

1. Select the SMTP Server tab. The SMTP Server Configuration pane is displayed.

SMTP Server Configuration

| don't need emailed alerts, emailed reports, forgotten password recovery,

Disable SMTP:
= and do not wish to configure an SMTP server

The SMTP Server is used to:

+ Send email notifications of alarms
* Send password reset links via email
+ Deliver scheduled reports via email

Server Name: e.g. smtp.gmail.org

Server Port: e.g. 465

From Email Address: e.g. from@my.company.com
Reply-Te Email Address: e.g. noreply@my.company.com
Enable TLS Encryption: [

Enable Authentication: [

+ Validate and Save X Later

2. Inthe SMTP Server Configuration pane, enter the SMTP server configuration settings:
o SMTP server name or address; for example, smtp.gmail.com

o SMTP server port number; typically 25, 465 or 587

« From email address; When Mitel Performance Analytics generates an email, it displays
this email address as the originator.

« Reply-to email address; Replies to a Mitel Performance Analytics-generated email are
sent to this email address.

« SMTP encryption; yes or no. Mitel recommends that you use encryption.
« SMTP authentication; yes or no

« STMP usemame and password (for authentication, if required)
You can also disable SMTP configuration thus avoiding reminders and notifications when you
log in that the SMTP server has not been configured.

3. Click Validate and Save.

CONFIGURING ATWITTER ACCOUNT

Use this procedure to configure a Twitter account so you can receive alarm notification through
Twitter.
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Do the following steps:

1.

2,

3.

Select the Twitter tab. The Twitter Configuration pane is displayed.

Twitter Configuration

Configuring a Twitter account allows you to receive alarm notifications via Twitter Direct Message. To find the
information required in this page, visit Twitter Developers via "My Applications'.

Consumer Key: €.g. cChZNFJ6TSRO0TIgYBOyd1w

Consumer Secret: e.0. L8gg9PZyRg6ieKGEKNhZoIGCOovW
Access Token: e.g. 7588892-kagShgWgesgB1WwE3L
Access Token Secret: 0. POKMYgSryyeKDWz4ebtY3o50gMNLl

" Validate and Save ® Later

In the Twitter Configuration pane, enter your Twitter account data:
« Consumerkey
o Consumer secret
« Access token
« Access token secret
Click Validate and Save.

CONFIGURING A TWILIO SMS ACCOUNT

Use this procedure to configure a Twilio SMS account so you can receive alarm notification through
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SMS.

Do the following steps:

1.

2,

Select the Twilio SMS tab. The Twilio Configuration pane is displayed.

Twilio Configuration

Configuring a Twilio account allows you to receive alarm notifications by SMS. To find the information required in
this page, visit your Twilio 'Account Settings'.

NOTE: The mobile telephone number required in the next step must be as assigned by Twilio. See
https:/www. twilio.com/docs/apifrest/sending-messages for details.

Account SID: &.0. ACbe554512318307dbc7a20b774
AuthToken: e.q. abcdef1234567890abcdefabcded
Caller ID: kg 16131234567

+ Validate and Save ® Later

In the Twilio Configuration pane, enter your Twilio account data:
« Account SID




Configuring a MapQuest Maps API Key

« AuthToken
o CallerID
3. Click Validate and Save.

CONFIGURING A MAPQUEST MAPS API KEY

Use this procedure to configure a MapQuest Maps API key to enable dashboard maps and map
coordinate lookup from street addresses.

Do the following steps:

1. Select the MapQuest Maps API tab. The MapQuest APl Configuration pane is displayed.

MapQuest API Configuration

A MapQuest API key is required to enable the Maps feature.

To get an API key, follow the instructions at htips://developer mapquest.com.

MapQuest Consumer
Key:

e.g. AlzaSyBjsINSHEx30Ks6c0_CoS1yr

+ Validate and Save X Later

2. Inthe MapQuest APl Configuration pane, enter your MapQuest Consumer API key.
3. Click Validate and Save.
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MITEL PERFORMANCE ANALYTICS REMOTE
ACCESS

With Mitel Performance Analytics Remote Access, you can connect to a remote monitored device or
any other device on the customer LAN using any Internet connection, without the need for pre-
installed VPNs or modems.

MITEL PERFORMANCE ANALYTICS REMOTE ACCESS
ARCHITECTURE

The Probe establishes and maintains a persistent SSH connection to the Mitel Performance
Analytics server.

Remote Access Server

55H Tunnel TCP/P

Protocol

LAN

Protocols Remote

Access User

7

When the Remote Access user requests a remote access connection to a device on the remote
LAN, the sequence of actions is:

1. The user initiates a request using the Mitel Performance Analytics web interface. Only users
who have specific remote access privileges are permitted to implement remote access.

2. All remote access requests are logged with user ID, LAN IP address, and time of request.

3. Mitel Performance Analytics checks the requested LAN address against the Probe’s Remote
Access Control settings. If the Remote Access Control settings allow it, the remote access
request is allowed to proceed. If the Remote Access Control settings do not allow it, the
remote access request is denied and the attempt is recorded in the audit log.

4. Mitel Performance Analytics sends a message to the Probe over the SSH connection
requesting it to create an SSH Port Forward or “tunnel” for TCP/IP through the SSH
connection, and to forward packets from this tunnel to the LAN IP address.

5. Mitel Performance Analytics “opens” a port on a publically reachable IP address for the Mitel
Performance Analytics Remote Access server and listens for IP packets with a source IP
address that is the same as the address of the PC that was used to request the remote
access session.

6. If the source address matches, the Mitel Performance Analytics Remote Access server
establishes a remote access session and forwards the IP packet from the user's PC through
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the secure SSH Port Forward to the Probe. The Probe in turn forwards the packet to the
remote LAN device.

Once the remote access session has been established, the Probe forwards IP packets it
receives from the remote LAN device through the SSH Port Forward to the user's PC.

If the session is idle for a timeout period, typically 15 minutes, the SSH Port Forward is closed
and the remote access server stops listening for incoming traffic from the user's PC.

ADVANTAGES OF MITEL PERFORMANCE ANALYTICS
REMOTE ACCESS

Mitel Performance Analytics Remote Access provides a number of key advantages:

There is generally no need to configure firewall rules at either the remote site or the reseller
site, because Mitel Performance Analytics Remote Access uses outbound connections from
the Probe using standard TCP/IP protocols.

No VPN server or client software is required, either at the remote site or on the user’'s PC.

Because no VPN software is required, there is no chance of VPN client conflict. Different
customers may prefer different VPN clients and in most cases these different VPN clients
cannot co-exist or operate at the same time on the user's PC.

The Mitel Performance Analytics Remote Access service allows multiple simultaneous
connections from the user's PC to different remote sites without having to worry about IP
addressing conflicts. This is not possible using VPN technologies.

The Mitel Performance Analytics Remote Access service manages all of the security tokens
required to establish a secure remote connection, avoiding the need to maintain multiple lists
of VPN access credentials.

REMOTE ACCESS CONNECTION SECURITY FEATURES

The Mitel Performance Analytics Remote Access service uses standard IP security mechanisms.
The communication links are secure using industry standard encryption and authentication
mechanisms.

System Authentication: Mitel Performance Analytics uses a 2048-bit security certificate and
authenticates all connection requests.

SSL: All SSL sessions to Mitel Performance Analytics are encrypted and authenticated using
RSA-2048 for key exchange and AES 128 for encryption.

SSH: All SSH sessions are encrypted and authenticated using RSA-1024 with rotation for key
exchange and AES 128 for encryption. Key Rotation is enabled generating a new key for each
session.

REMOTE ACCESS CONTROL SETTINGS

Mitel Performance Analytics allows remote access controls on the Probe settings sheet. Users can
configure the Probe to:

Never allow port forwarding, thereby blocking all remote access capabilities

« Allow port forwarding only to those devices monitored by the Probe
« Allow port forwarding for all devices on the subnet the Probe is connected to, thereby allow

remote access to device not monitored by the Probe
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The Remote Access panel for the Probe provides information on all active remote access sessions.

SOURCE IP ADDRESS RESTRICTION

Mitel Performance Analytics accepts only incoming remote access packets with the source IP
address of the user who requested the Remote Access session.

AUDIT LOG REMOTE ACCESS RECORDS

Mitel Performance Analytics maintains an Audit Log for all Remote Access sessions. The Audit Log
records the Mitel Performance Analytics user name and address of the remote device.

USER IP PROTOCOL SECURITY
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The link between the user's PC and the Mitel Performance Analytics system uses Internet
connectivity for cloud-hosted Mitel Performance Analytics. Therefore, any traffic that is sent over
this link is encrypted for security.

Mitel uses SSL/HTTPS for connection to Mitel Performance Analytics web portals with security
provided by RSA-2048 for key exchange and AES 128 for encryption.

The following table lists commonly used TCP/IP protocols and their security levels:

PROTOCOL SECURE APPLICATION

HTTP No Web

HTTPS Yes Web

SCP Yes File Transfer

SFTP Yes File Transfer

SSH Yes Secu.re
Session

Telnet No Term!nal
Session

FTP No File Transfer

Mitel cautions against the use of HTTP, Telnet and FTP when using Mitel Performance Analytics
Remote Access because the segment of the connection between the user's PC and the Mitel
Performance Analytics server is not secured.

CERTIFICATE WARNINGS

Because of the way that Mitel Performance Analytics provides remote access connections, users
may receive certificate warnings when the connection is being established. This is completely
normal and is not a cause for alarm.



Remote Access Procedures

REMOTE ACCESS PROCEDURES

The Mitel Performance Analytics Remote Access capability can be used to connect to any device
on the remote LAN as long as the Remote Access Control settings do not restrict access. For
details on Remote Access Control, see "Remote Access Control Configuration" on page 115.

Remote access is performed through the Port Forwards panel on the device dashboard. The Port
Forwards panel is usually located at the bottom of the device dashboard.

This section uses examples to illustrate how to use Mitel Performance Analytics Remote Access to
connect to various devices using various protocols. The examples cover the following devices:

L]

MIVoice Business

MiVoice MX-ONE

MiCollab server

MiVoice Office 250

HP ProCurve switch

Avaya IP Office System Status Application (SSA)
PathSolutions Server

CONNECTING TO AMIVOICE BUSINESS USING TELNET

To use Mitel Performance Analytics Remote Access to connect to a MiVoice Business call server
with the Telnet protocol, do the following steps:

1.
2,

Access the dashboard for the device you want to connect to.

From the Port Forwards panel, select Telnet from the protocol dropdown list or supply a non-
default port number. If you choose Telnet, the remote access session uses default port 23.

Click on the Create button to create a port. The Port Forwards panel updates. The various
table columns are populated.

Click on the Open link to open a Telnet client session to the MiVoice Business.

Port Forwards

Telnet v

Created Server Port Remote Host Remote Port Link Close

2:29:39 PM 50011 OneMCD 23 Close

The Telnet session starts.
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E# ec2-54-87-26-76.compute-1.amazonaws.com - PuTTY |E|Eléj

“

5. Enter your credentials to Telnet into the MiVoice Business.

Tip: You can use these instructions to connect to the MiVoice Business port 2002 to manage it.

CONNECTING TO MIVOICE BUSINESS ESM

Remote access to a MiVoice Business ESM is done through the MiVoice Business ESM - System
Access panel.

MiVoice Business ESM - System Access

Manage your personal account

General Considerations

Consider the following when using this panel:

« The MiVoice Business/3300 must be monitored by a Probe for the MiVoice Business ESM-
System Access panel to be present.

« Toconnect to a MiVoice Business ESM, you must use a supported browser and a private
browsing session. If you attempt to connect with a public browsing session, you are provided
a link to use once you open a private browsing session. To start a private browsing session,
right-click on the provided link and choose the appropriate menu item, such as Open Link in
New Private Window for Firefox.
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Configuring your ESM Credentials
Do the following steps:

1. Click the Manage your personal account button on the MiVoice Business ESM- System
Access panel. Fields are displayed to accept your credentials.

MiVoice Business ESM - System Access

Set your personal account
Username

Password

2. Enter your username and password, and click Save.

Once configured, the MiVoice Business ESM- System Access panel uses your credentials to
start a session with the MiVoice Business ESM when you invoke that option.

Using a Shared Account

An administrator can configure a shared account from the device Settings page. See "MiVoice
Business Device Configuration" on page 120 for details.

Once configured, all users with Remote Access and Shared SSO Credentials permissions can
use the shared account to log into the MiVoice Business ESM. If configured, the shared account
option is listed in the Connect to ESM button dropdown list. Users shared account users are not
aware of the shared account password. Invoking the shared account option starts a session with the
MiVoice Business ESM without displaying its login page.

Starting an ESM Session

To start an ESM session, choose a connection option from the Connect to ESM drop down list:
« Choose Login page to display the ESM login page. You can then use any credentials to start
an ESM session.

o Choose Personal account to start an ESM session with the credentials configured with the
MiVoice Business ESM- System Access panel. The ESM session starts without you
having to supply credentials.

o Choose Shared account to start an ESM session with the preconfigured shared account. The
ESM session starts without you having to supply credentials.

To start an ESM session, click Connect to ESM.

The Mitel ESM web interface does not support all Web browsers. If you are using a Web browser for
Mitel Performance Analytics that is not supported by the ESM web interface, then the MiVoice
Business ESM- System Access panel informs you of the issue and provides a link that you can
use in one of the supported Web browsers to access ESM.

All attempts to access ESM are recorded in the audit log.
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CONNECTING TO AMIVOICE MX-ONE

Do the following steps:

1. Access the dashboard for the device you want to connect to.

2. From the Port Forwards panel, select the desired protocol from the protocol dropdown list or
supply a non-default port number.

3. Click the Create button to create a port. The Port Forwards panel updates. The various table
columns are populated.

4. Click the Open link to open a session to the MiVoice MX-ONE.

Port Forwards

s :
Created Server Port Remote Host Remote Port Link Close -
352233 PM R0018 LIm2 443 Close

Either a MiVoice MX-ONE Provisioning Manager or Service Node Manager session is started,
depending on what Mitel Performance Analytics is configured to monitor.

If you are using a Web browser for Mitel Performance Analytics that does not support the
selected protocol (for example SSH or TFTP), then the Port Forwards panel informs you of
the issue. Start a separate application that does support the selected protocol. Use the
supplied Server Port to connect to the MiVoice MX-ONE.

CONNECTING TO AMICOLLAB SERVER USING HTTPS

To use Mitel Performance Analytics Remote Access to connect to a MiCollab server with the
HTTPS protocol, do the following steps:
1. Access the dashboard for the device you want to connect to.

2. From the Port Forwards panel, select HTTPS from the protocol dropdown list or supply a
non-default port number. If you choose HTTPS, the remote access session uses default
port 443.

3. Click onthe Create button to create a port. The Port Forwards panel updates. The various
table columns are populated.

4. Click onthe Open link to open a web browser to manage the MiCollab server.

Port Forwards

s :
Created Server Port Remote Host Remote Port Link Close o
2:45:57 PM 50012 MiCollab 7.2 443 Close

The browser opens to the web page for the MiCollab server.

Some MiCollab server releases return the following error message:

“Your browser does not appear to support cookies or has cookie support disabled.
This site requires cookies - please turn cookie support on or try again using a different
browser.
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If you receive this message, do the following steps:

1. Open another browser window and navigate to the following URL: http://msl-
fix.marwatch.net/

2. Log into the MiVoice Border Gateway or MiCollab again. You should be able to log in
successfully.

CONNECTING TO AMIVOICE OFFICE 250

Access to a MiVoice Office 250 is done by using the MiVoice Office 250 System Access panel and
Mitel System Administration and Diagnostics.

The software version of System Administration and Diagnostics must match the software
version of the target MiVoice Office 250 device.

Do the following steps:

1. Access the MiVoice Office 250 System Access panel.

System Access

Remote Access Message Print

Web Portal

Connect

System Administration & Diagnostics

Connect

2. Click Connect under System Administration and Diagnostics. A connection is created to
the device.

3. Access the device using Mitel System Administration and Diagnostics:

Open the Mitel System Administration and Diagnostics tool.

Open the Setup > Options menu in the top right corner of the software.
Under the Advanced tab, ensure Show IP ports is selected.

Click OK.

Under the System Connection section, select Add System Connection.
Give the connection a name.

Enter the IP address from the Mitel Performance Analytics MiVoice Office 250 System
Access panel to the Onsite IP address / Hostname field.

Enter the port value from the Mitel Performance Analytics MiVoice Office 250 System
Access panel to the Listening Port field.

Click Save connection.
Click System management tools > Launch DB Programming on the application.
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MiVoice Office 250 Web Portal

To access the MiVoice Office 250 web interface, click Connect under Web Portal on the MiVoice
Office 250 System Access panel. A connection is created to the device. Click the resulting Web
Manager link and the web manager page for the device appears.

CONNECTING TO AN HP PROCURVE SWITCHUSING HTTP

To use Mitel Performance Analytics Remote Access to connect to an HP ProCurve switch with the

HTTP protocol, do the following steps:

1. Access the dashboard for the device you want to connect to.
2. From the Port Forwards panel, the protocol dropdown list does not list HTTP. Enter the

default HTTP port, 80.

3. Click onthe Create button to create a port. The Port Forwards panel updates. The various
table columns are populated. Note the Server Port number. In the following example, it is

50016.
Port Forwards
Created Server Port Remote Host Remote Port Link Close o
3:09:35 PM ProCurve Switch 5412zl 80

Open your browser and input a URL using the following syntax:
https://<MPA_FQDN>:<Server_Port>

Note: The previous syntax statement uses HTTPS instead of HTTP because you need to
HTTPS to access the Mitel Performance Analytics server. The Mitel Performance Analytics
server then connects you to the Probe using SSH. Finally, the Probe connects to the
ProCurve switch using HTTP.

The browser opens to the embedded web page for the HP ProCurve switch. The following is

an example.
(@) Martello ProCurve 2610-24-PWR - ProCurve Switch 2610-24-PWR (J9087A) - Mozilla Firefox NN

File Edit View History Bookmarks Tools Help
SIENTIE. 3] F e

IS Bookmarks == Home (Martello Techn... *3 Google Apps % MarWatch B} Rally &, Dashboard [Hudson] Ei) Trial v.0 Problem Tra... & VAREC2list £} Martello Owned Hard... € Mitel Quick Conferenc... B Mitel Hosted Web Con... [& localhost Tomcat Web...

e nec20027 momentm | | ¥

A& | | | Martello ProCurve 2610-24-PWR - ProC... | +
oCurve Networking  Martello ProCurve 2
7 W moesin ProCLIve Swiich 26

Coriguration Secuiity;

Part Status:

Part Utilization

Status | Alert

| pate 1 Time

| Description

Alert Log

QO Full Duplex Mismateh
O Ewessive CROS
alignment errars
W8 Full Duplex Mismatch
#8-O  Excessive CRCI
alignment ermors
Q> Full Duplex Misrateh
O Ewessive CROS

2-Dec-2010 9:46:52 AM
2-Dec-20109:46:52 AM

3-Dec-20109:46:10 AM
3-Dec-20109:46:10 AM

2-Dec-20109:44:46 AM
2-Dec-20109:44:46 AM

Duplex Wismateh on port: 8(Lak Port,

Excessive CROIAlIgNMment etors on part: 8(Lab Port,

Duplex Wismatch on port: 8(Lab Por)

Excessive CRCIAlignment errors on port: 8(Lab Por),

Duplex Mismateh on port: 8(Lak Port,

Excessive CROIAlIgNMment etors on part: 8(Lab Port,

CONNECTING TO AN AVAYA IP OFFICE SSA

Mitel Performance Analytics supports remote access for the Avaya IP Office System Status

Application (SSA).
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Do the following steps:

1.
2.

4.

© N o O

Access the dashboard for the device you want to connect to.

Confirm the IP Office Base Port number. The default is 50804. If the system you want to
connect to is using a different base port, enter the port number in the IP Office Base Port field
inthe SSA Remote Access panel.

5SA Remote Access

|IP Office Base Port: 50804 [ Create SSA Connection

S5A Connection IP:
SSA Connection Base Port:

Click Create SSA Connection

Mitel Performance Analyticscreates a remote access connection to the IP Office system and
provides a connection IP address and base port to use with the SSA application for the remote
connection.

SSA Remote Access 2
IP Office Base Port: | 50804 || Create 554 Connection

SSA Connection IP: 23.22.145.245
SSA Connection Base Port: 49997

Open the Avaya SSA application.

lix
AVAYA IP Office System Status

Help Exit About

Online  Offiine

Logon

Control Unit IP Address: ekRFRELREL

Services Base TCP Port: [EER

User Name: |X

Password: [

Bl Auto reconnect

Enter the SSA Connection IP address into the Control Unit IP Address field
Enter the SSA SSA Connection Base Port into the Services Base TCP Port field
Enter the User Name and Password.

Click on the Logon button
Note: In some circumstances, Mitel Performance Analytics may return a hostname instead of
an IP address for the SSA Connection IP address. Since the SSA application cannot accept a

191



Mitel Performance Analytics System Guide

hostname, convert the hostname to an IP address by using a service such as WhatlsMyIP
(http://www.whatismyip.com/ip-tools/ip-address-host-name-lookup/).

CONNECTING TO APATHSOLUTIONS SERVER

The PathSolutions Remote Access panel provides remote access to the PathSolutions server.
Expanding the panel opens the web console for the PathSolutions server.

Path Solutions 2 3

Powered By pathSolutions

MONITORING REMOTE ACCESS USAGE

The audit log records remote access usage. See "Audit Log" on page 89 for details.
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Host Requirements

PROBE INSTALLATION

The Probe is software that runs on a host in the customer LAN or on a dedicated server appliance,
the Probe Appliance. The Probe monitors customer devices and reports to Mitel Performance
Analytics, as well as providing Remote Access to a customer LAN, if this capability is enabled.

Mitel Performance Analytics provides Probe installers for Windows, Red Hat Linux (and distributions
based on this, such as CentOS and Mitel Standard Linux), installation as a blade on a Mitel MSL or
MiCollab server, and installation as a virtual appliance.

This chapter describes how to install various types of Probes. For details on configuring Probes, see
"Probe Configuration" on page 114.

HOST REQUIREMENTS

The Probe is designed to be lightweight and to impose minimal host requirements. Recommended
host configurations are listed in the following table. The Probe is a Java application and requires the
Oracle JRE or OpenJDK JRE Release 1.8, or later. Mitel recommends Java Release 1.8 release 40
or later. For MiVoice MX-ONE support, ensure the host uses Java Release 1.8, release 25 only.

NO. OF DEVICES

TO MONITOR CPU RAM DISK JAVA ENVIRONMENT
< 19 monitored ARMS, 512 MB 512
devices per MB OpenJDK 1.8 or later.
. 1GHz total
Probe Appliance total
Core2 256 MB .
< 10 monitored Duo/i3 Service, 5GB Orac;le Java Runtime
devices per host 1 GHz or free Environment (JRE) 1.8 or
P 512MB space OpendDK 1.8 or later.
faster Host
1GB
. Dual Core Service 20GB Oracle Java Runtime
;e?/?cn;;)mcte?fgst i5, 2 GHz free Environment (JRE) 1.8 or
P or faster 2GB space OpendDK 1.8 or later.
Host

= 80 monitored

devices per host Contact Mitel for engineering guidelines.

PROBE CAPACITY

For users that have Mitel Performance Analytics installed on premise with their equipment, the
Probe that is provided with your installation can monitor approximately 100 devices, assuming the
monitored network consists of a variety of devices.

For service providers that have Mitel Performance Analytics installed in their data center, the system
Probe that is provided with your installation can monitor approximately 100 devices, assuming the
monitored network consists of a variety of devices. Every additional installed Probe can monitor a

193



Mitel Performance Analytics System Guide

medium sized network consisting of five routers and 10 MiVoice Business devices with automatic
backup and SMDR gathering enabled.

For cloud based users, a single Probe can monitor a medium sized network consisting of five routers
and 10 MiVoice Business devices with automatic backup and SMDR gathering enabled.

LAN CONNECTIVITY REQUIREMENTS

To provide monitoring and remote access, the Probe must be able to connect to the LAN devices.

The Probe uses the following IP protocols to communicate to devices it is monitoring:
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IP
APPLICATION  IP PROTOCOL AND PORT SESSION [P S=SSON
SOURCE
SNMP / UDP, port 161 Probe Device
Performance
SNMP UPD port 162 Device Probe
Mitel
HTTPS/ TCP, port 443 Probe Performance
Performance :
Analytics
MiVoice
HTTP TCP, port 80 Probe Office 250
MiXML TCP, port 443 Probe MiVoice
Business
SMDR TCP, port 1752 Probe MiVoice
Business
SIP Endpoint SIP
Voice Quality UDP, port 5060 Endpoint Probe
MiVoice
Office 250/ MiVoice
Message TCP, ports 4000, 44000 Probe Office 250
Print
TCP, port 50802 and ports in the
range 50804 to 50813 (defaults,
Avaya IP actual ports may range between Avaya IP
Office 49152 and 65289 depending on IP Probe Office
Office services base port)
UDP, ports 50794, 50798
PathSolutions TCP, port 8084 (default) Probe PathSolutions




LAN Connectivity Requirements

IP
APPLICATION IP PROTOCOL AND PORT SESSION gaESSE'ISNSL(')I'FON
SOURCE
FTP / Backup TCP, port 21 Probe MiVoice
Business
SSH/ TCP, port 22 Probe Device
Performance
Ping/ ICMP Echo Probe Device
Availability

OTHER PROTOCOLS AND PORTS

If the Probe is used for Remote Access, the Probe must have network connectivity to the LAN
devices for the appropriate TCP/IP protocol and port used by the Remote Application.

RECEIPT OF SNMP TRAPS

To receive SNMP traps, the Probe must receive the SNMP packets. These are sent by default on

port 162.

The Probe attempts to bind to port 162. If it cannot, it binds to port 1162 instead.

The Probe Status panel shows the port that the Probe has bound to. The Probe Status panel is

available under the Tools icon of the Probe dashboard:

A Alarm Queries

] Audit Log
y,': Connectivity

<@ Mib Browser

Ticket

Log

< Network Tools
s Probe Configuration
E Reports

G) Scheduler Results

Threshold Queries
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The following is a typical Probe Status panel:

Component Message
ProbeConfig Added: § Remaoved: 0 Updated: 0 LoadFail: 0
CheckForllpgrade Last Modified: Mon Mar 30 21:33:10 UTC 2015
CollectorManager Collecting 9 devices with 42 Collectors.

Buffer size: 0/2048, max age: -1, enqueued: 2552, sent: 2544 dropped: 0,

BufieringRemoteRrdUpdater errors: 0, permanent errors: 8, internal errors: 0, HWIM: 38, retry later:0

MCDMiIXMLCollector Collecting for 4 MCDs

MBGCollector Collecting VQ for 1 MBGs
ThreadPoolSMMPTaskRunner Running 61 tasks, 0.15 Tasks/Second
SHNMPTrapReceiver Listening on port 162

FixedThreadPoolPingTaskRunner Pinging & devices with 5 threads.

To ensure receipt of traps, configure the trap sender to send traps on the port the Probe has bound to.

INTERNET CONNECTIVITY REQUIREMENTS

For remote monitoring, the Probe must have continuous network access to the devices to be
monitored and must have Intemet access for HTTP/SSL on port 443 to the Mitel Performance
Analytics server.

For other, optional services, the Probe connects to either customer specified servers (for file
transfer) or to Mitel Performance Analytics servers for Mitel Performance Analytics cloud storage or
Remote Access.

Note that the Probe always initiates IP connections; that is, all connections are outbound.

PROTOCOL IP IP
OR PROTOCOL SESSION DESTINATION COMMENT
APPLICATION AND PORT INITIATOR
Mitel
TCP, Performance Required for Remote
HTTPS port 443 Probe Analytics Monitoring.
server(s)
Mitel Optional, Required for
Performance .
TCP, . Mitel Performance
HTTPS Probe Analytics . i
port 443 . Analytics Cloud File
Cloud File
Storage.
server(s)
FTP,FTPS  TCPpot dceﬁgzjnﬁﬁe Optional, used for
Implicit 21 SMDR file transfer.
server(s)
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PROTOCOL IP IP
OR PROTOCOL SESSION DESTINATION COMMENT
APPLICATION AND PORT INITIATOR
Customer- .
TCP, port . . Optional, used for
SFTP 20 Probe defined File SMDR file transfer.
server
Customer- .
FTPS TCP, Probe defined File Optional, used for
Explicit port 990 SMDR file transfer.
server
Mitel
TCP, Performance Required for Remote
SSH port 50000 Probe Analytics Access.
server(s)
TCP and Required to resolve
DNS UDP, Probe DNS server host names or URLs to
port 53 IP addresses.
UDP Required to
NTP ' Probe NTP server synchronize Probe
port 123 .
system time.

OTHER REQUIREMENTS

To install a Probe, you must have the Probe Installer administrative permission. See "User

Permissions" on page 46.

PROBE SOFTWARE INSTALLATION PROCEDURES

All installers are available from the Probe Configuration panel.

For both Windows and Linux installations, the general procedure is:

1. Install the Probe software.

2. Start the Probe application (as a Windows service or Linux daemon).

3. Provide the Probe software with the appropriate Mitel Performance Analytics configuration
URL to enable the Probe to connect to the correct Mitel Performance Analytics server and to
uniquely identify itself to Mitel Performance Analytics.
Note: To perform Step 3, you have the Probe Installer administrative permission.

The Probe software is available from the Probe Configuration panel available on the Probe
dashboard. That means that you must have previously added the Probe device to a container.

Before the Probe has connected to Mitel Performance Analytics, the Probe dashboard shows only
two panels: the Probe Configuration panel and the Probe Device Information panel.
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The following is a typical Probe dashboard before it has connected to Mitel Performance Analytics:

Probe Software

Windows Liru M5L Blade Virtual Appliance

Step 1: Download the MarFrobe Windows Installer.
Step 2: Run the provided MSI to install the MarProbe software.

MNote: Ensure you have administrafive nghts on your current user (under User Accounts).
Step 3: Provide the following URL to the installer:

hitps //Probe-5741 fb88-f2ea-4517-b85c-e47 fb0 104234 W3AICAGCu1glTxwi@marketing-deme. marwatch.net/centralrestidevices/5f4 1 fbae-
f2ea-4517-b85c-e47 fb0104e34/

Copy URL

Device Information

| Probe
Local IP:

Public IP:
Check In:

Versions @ Licensing

The Probe Dashboard shows only these two panels to highlight the fact that the Probe has not yet
connected to Mitel Performance Analytics. Use the Probe Configuration panel to install the Probe
software.
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If a Probe is already connected to Mitel Performance Analytics, the Probe Configuration panel is
available under the Tools icon of the Probe dashboard:

/A Alarm Queries

] Audit Log

7; Connectivity

Ticket

i Log

<@ Mib Browser

& Network Tools

) Probe Configuration
i Reports
@ Scheduler Results

l|| Status

Threshold Queries

PROBE WINDOWS INSTALLATION

The Windows Installer runs on Windows (XP, Vista, 7) and Windows Server (2003 and Server 2008).
To install the software on Windows:

1. Loginto the Windows system using an account with administration privileges.

2. Go to the dashboard for the Probe you want to install.

3. Gotothe Probe Configuration panel, select on the Windows tab and download the Probe
installer to the Windows system.

Probe Software 23

J Windows | Linux MSL Blade Virtual Appliance

Step 1: Download the MarProbe Windows Installer.
Step 2: Run the provided MSI to install the MarProbe software.

Note: Ensure you have administrative rights on your current user (under User Accounts).
Step 3: Provide the following URL to the installer:

hitps://Probe-shelley01:ydPSMRycX0g7HCJo@s print-demo. marwatch. net/s print-
demo/MarCentral'rest/regions/Canada% 20East/customers/Shelley%20Shipping/devices/Probe/s helley 01/

Copy URL

4. Copy the Probe URL, either manually or by clicking the Copy URL button.
Note: To do this step, you must have the Probe Installer administrative permission.

5. Run the Probe Windows installer.
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6. Paste the Probe URL when requested during the installation process.
r———

Probe Info
Please enter Probe Information from MariWatch TECHNOLOGIES -

Probe URL:
obe-docProbe: 7999837 79 @sprint-demo. marwatch .ne:

When the installer has finished, the Probe software is configured to run as a Windows service.
Confirm Installation

To confirm that the software is running, go to the Martello Technologies folder in the Start Menu, and
click on the MarProbe Status MMC link.

. IP Office

. iReasoning

, LastPass Control Panel

, Maintenance

, ManageEngine MibBrowser 5 Devices and Printers

J Martello Technologies
A MarProbe Status MMC Default Programs

| MicrolvarProbe Connectivity SEUJsi

| Microsoft Silverfigl Help and Support
J Notepad++

) Sales Workbench

. SharePoint

. Startup

, VMware -

Computer

I Search programs and files
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This action opens the Microsoft Management Console and shows recent Windows events related to

the Probe. In the following example, the Probe has been misconfigured with a bad URL. This
condition is shown in the MMC Console.

i
File Acton View Help
e =|#ml
[ Event Viewer (Local) Application  Number of events: 5,415 | Actions
= Custom Views - -
Bl [ Windows Logs “F  Filtered: . Number of events: 25 . -
icati % Open Savedlog...
g :zz:?tym Level | Date and Time | Source | Event ID | Task C... | =] |= * 9
§.—| setup Error 12/5/2012 12:10:07 PM MarProbe 409 Error ¥ Create Custom View...
§:| System @Infnrmahon 11/9/2012 3:34:54 PM MarProbe 4096 Info Impart Custom View. ..
g—l Forwarded Events @Infnrmahon 11/9/2012 3:34:52 PM MarProbe 4096 Info
2, Applications and Services Logs || () Information  11/9/2012 3:34:48 PM MarProbe 40% Info = Clear Log...
d Subscriptions = T Filter Current Log. ..
Event 4096, MarProbe 4 | ‘
Clear Filter
(Eavaed |DEta”; | D Properties
- = | e Find...
MarProbe Configured with bad URL: weraweaserd
el save All Events As...
[Thread main @16ms] Attach & Task To this L
a lasl otuslo...
Log Name: Application ﬂ Save Filter to Custom Vi...
Source: MarProbe Logged: 12/5/2012 View N
Event ID: 4096 Task Category: Error
. @ Refresh -
Level: Error Keywords: Classic =
User: /A Computer:  WIN-0S6C Help 4
OpCode: = Event 4096, MarProbe
L T e S Y B N GO O =
fl r | > D Event Properties
P El

To correct the URL, uninstall and reinstall the Probe software with the correct URL. This time, the
MarProbe Status MMC command shows that the Probe startup has been successful.

B Event Viewer =10l x|
File Action View Help

e HmlH=

[&] Event Viewer (Local) Application | Actions
= Custom Views . a
A . Applicatio —
E L Windows Logs “F  Filtered: . Number of events: 29 B
i = Open Saved Log...
g ;DDIKB an Level Date and Time Source Event IL + = P o
{—l Seirmf t i ¥ Create Custom View...
etup -
] System (Dinformation  12/5/2012 12:22:11PM MarProbe 0% Import Custom Vie...
] Fornarded Events (information  12/5/2012 12:22:01PM MarProbe 0% _ o o
- - Anfrtmnan 4n.90.00 Aa Mamet - anng
] Applications and Services Logs :T 1 » o
.} Subscriptions ¥ Filter CurrentLog...
Event 4096, MarProbe x ‘ |
Clear Filter
General | Detailsl U Properties
-
Find...
MarProbe Startup Successful. %
H Save All Events As...
[Thread main @15350ms] Attach a Task To this L
a Task To this Log...
Log Name: Application T SaveFilter to Custom Yiew...
Source: MarProbe Logged: View »
Event ID: 4096 Task Catego
G Refresh i
Level: Information Keywords: =
User: N/A Computer: Help 4
OpCode: Bl Event 4096, MarProbe
L T S Y B R |
4 r I 4 U Event Properties

e e e El
| | \

In Windows XP, the MarProbe Status MMC Start menu item is replaced by MarProbe Status CMD.

This option opens a Windows command line interface which shows the five most recent entries in
the Windows System Log for the Probe.

For example, the results from the MarProbe Status CMD on a Windows XP computer with a system
name of MRTCOMP-11:
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The default script host is now set to "cscript.exe".
Microsoft (R)
Copyright (C)

Windows Script Host Version 5.7

Microsoft Corporation. All rights reserved.
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Listing the events in 'application' log of host 'MRTCOMP-11'
Type information
Event: 4096
Date Time: 12/05/2012 15:44:59
Source: MarProbe
ComputerName: MRTCOMP-11
Category: Info
User: N/A
Description: Remote Access Connected. [Thread RemoteAccess Client
Initializing
Thread @59443625ms]
Type: information
Event: 4096
Date Time: 12/05/2012 14:31:43
Source: MarProbe
ComputerName: MRTCOMP-11
Category: Info
User: N/A
Description: Remote Access Connected. [Thread RemoteAccess Client
Initializing
Thread @55047297ms]
Type: information
Event: 4096
Date Time: 12/05/2012 14:00:23
Source: MarProbe
ComputerName: MRTCOMP-11
Category: Info
User: N/A
Description: Remote Access Connected. [Thread RemoteAccess Client
Initializing
Thread @53167797ms]
Type: information
Event: 4096
Date Time: 12/05/2012 13:37:33
Source: MarProbe
ComputerName: MRTCOMP-11
Category: Info
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User: N/A
Description: Remote Access Connected. [Thread RemoteAccess Client
Initializing

Thread @51797656ms]

PROBE LINUXINSTALLATION

The Probe is supported on Red Hat Enterprise Linux or a derivative platform such as Fedora,
CentOS or Mitel Standard Linux.

1. Loginto the Linux system using an account with administration privilege (root).
2. Go tothe dashboard for the Probe that you want to install.

3. Gotothe Probe Configuration panel, select the Linux tab and download the MarProbe RPM

to the Linux system.
Probe Software
Windows | Linux | MSL Blade Virtual Appliance

Step 1: Download the MarProbe Linux RPM.
Step 2: Install the software using the provided RPM.

Mote: Ensure you have administrative rights on your current user for the installation.
Step 3: Run sete/init.d/MarProbe contig to configure MarProbe. Provide the following URL:

https:i/Probe-s helley 0l ydPSMRycXOgTHCJo@sprint-demo. marwatch. netisprint-
demoi/MarCentralrest/regions/Canada%20East/customers/Shelley % 20Shipping/devices/Probe/shelley 01/

Copy URL

4. Copy the Probe URL, either manually or by clicking on the Copy URL button.
Note: To do this step, you must have the Probe Installer administrative permission.

5. Open aterminal window.

6. Typerpm -ivh <path to Probe file/Probe file name>.rpmtoinstall the
Probe, resulting in the following output:

[root@localhost ~]# rpm -ivh MarProbe-MarWatch-3.5.0.1386.rpm
Preparing... #########444 4444444444444 4444444 4H4H#44% [100%]

java version "1.6.0 22"

OpenJDK Runtime Environment (IcedTea6 1.10.4) (fedora-61.1.10.4.fclé6-
1386)

OpenJDK Client VM (build 20.0-bll, mixed mode)

1:MarProbe ##########4#44#44H4 444444444444 HF4H#44 [100%]

7. Type /etc/init.d/MarProbe config to configure the Probe and provide it with the
Probe URL from the Probe Configuration panel:

[root@localhost ~]# /etc/init.d/MarProbe config

Enter Probe URL from MarWatch []:
https://Probe-shelley01l:ydPSMRycXOg7HCJo@sprint-
demo.marwatch.net/sprint-

demo/MarCentral/rest/regions/Canada%20East/customers/Shelley%20Shipping

/devices/Probe/shelley01/
Writing config to /usr/local/martello/marProbe.conf... OK

8. Type /etc/init.d/MarProbe start to start the Probe.
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[root@localhost ~]1# /etc/init.d/MarProbe start
Starting MarProbe (via systemctl) : [ OK ]

9. To confirm that the software is running, type ps -Af | grep MarProbe todisplay the
running Probe processes.

[root@localhost ~]# ps -Af | grep MarProbe

root 1873 1 0 10:18 ? 00:00:00 /usr/local/martello/bin/marProbe -debug
-pidfile /var/run/marProbe.pid -DmarProbe.logfile.prefix=/var/log/ -cp
/usr/local/martello/MarProbe-Fat.jar
com.martellotech.bootstrap.startup.JSVCDaemon https://Probe-
shelley01:ydPSMRycXOg7HCJo@sprint-demo.marwatch.net/sprint-
demo/MarCentral/rest/regions/Canada%20East/customers/Shelley%20Shipping
/devices/Probe/shelley01/

root 1874 1873 25 10:18 ? 00:00:00 /usr/local/martello/bin/marProbe -
debug -pidfile /var/run/marProbe.pid -
DmarProbe.logfile.prefix=/var/log/ -cp /usr/local/martello/MarProbe-
Fat.jar com.martellotech.bootstrap.startup.JSVCDaemon https://Probe-
shelley01:ydPSMRycXOg7HCJo@sprint-demo.marwatch.net/sprint-
demo/MarCentral/rest/regions/Canada%20East/customers/Shelley%20Shipping
/devices/Probe/shelley01/

Note: You can also download the Probe using the wget command from a terminal window:

[root@localhost ~]# wget
https://d31lnoletdzhxmw.cloudfront.net/MarProbe-MarWatch-3.5.0.1386.rpm
--2012-01-16 10:29:51-- https://d31lnoletdzhxmw.cloudfront.net/MarProbe-
MarWatch-3.5.0.1i386.rpm

Resolving d31lnoOetd4zhxmw.cloudfront.net... 204.246.169.166,
204.246.169.191, 204.246.169.18¢6,

Connecting to d31lnolOetdzhxmw.cloudfront.net|204.246.169.166]|:443...
connected.

HTTP request sent, awaiting response... 200 OK

Length: 898566 (878K) [application/x-rpm]

Saving to: “MarProbe-MarWatch-3.5.0.1386.rpm”

100%
[_______________:::::::::: _____
mmmmmmm— e >] 898,566 3.07M/s
in 0.3s
2012-01-16 10:29:51 (3.07 MB/s) - “MarProbe-MarWatch-3.5.0.1i386.rpm”

saved [898566/898566]

PROBE MSL BLADE INSTALLATION

The Probe software can be installed on an MSL server as an MSL blade.

Note: Mitel does not provide support or warranty for the Probe blade installation on an MSL server.
MSL Version Support

The Probe MSL blade is supported on MSL R9.3 and later.



Probe Software Installation Procedures

Blade Packaging

The blade is distributed as an ISO CD image file. The image file can be either burned to a CD or
installed using a VMWare CD image mounting utility for Virtual MSL installation.

Installation

To install the Probe MSL blade:

1. Go to the dashboard for the Probe that you wish to install.

2. Gotothe Probe Configuration panel, select the MSL Blade tab and download the MSL
blade ISO image.

Probe Software

Windows Linux MSL Blade | Virtual Appliance

k=

Step 1: Download the MarProbe MSL Elade 1SO image.

Step 2: Uncompress the image file and either burn to a CD or install using a VMWare CD image mounting utility for Virtual MSL installation.
Step 3: Install the MarProbe blade using Servicelink / Blades MSL Server Manager page.

Step 4: Using the Applications / MarProbe MSL Server Manager page, configure the following URL for the MarProbe:

https://Probe-sheley01 . ydPSMRycXOgTHC ) o@s print-demo. marwatch. net/s print-
demoiMarCentralrestiregions/Canadal20 wers/Shelley hipping/devi

Copy URL

20Shipping/ Probelsheley01/

3. Copy the Probe URL, either manually or by clicking on the Copy URL button.
Note: To do this step, you must have the Probe Installer administrative permission.

4. Open aWeb browser and navigate to the MSL server manager URL (for example,
http://<MSL_server_FQDN>/server-manager).

5. Logintothe MSL server manager interface.
6. If you are installing the blade from CD, insert the CD in the server CD ROM drive.
7. Inthe left navigation pane under ServiceLink, click Blades. The available list of blades is

displayed.
@ MITEL  Mitel Standard Linux
dmin@ I-test.mar h.local Logout
ServicelLink =
[ Blades Current list of blades (-}\
Status - )
Update list
Administration -
Backup Last updated: Thu 08 Nov 2012 09:08:57 AM EST
UIEL g T Blade Description Status Installation Documentation
S VI{.?WEF ) MarWatch MarWatch_MarProbe service used with the 1 I (Va3
System information MarProbe MarWatch monitering platform. Install (V4.3)
System moenitoring . led
System users ServiceLink  Mitel Standard Linux release marker installe

installed (V9.4.28.0)
Shutdown or recenfigure
Security
Remote access
Local networks
Port forwarding
Web Server Certificate
Certificate Management

Canfinuratinn

8. Click Install.
9. Review and accept the software license terms by clicking Accept All Licenses.
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10. The installation process for the Probe blade begins. The installation screen shows installation

progress.
@OMITEL Mitel Standard Linux
admir test. tech.local Logout
o . Installation of MarWatch MarProbe V4.3 blade @)
Status The blade is being installed in the backaround. This page should refresh every 5 seconds;

Administration otherwise, click here to update the page.

Backup

View log files Progress Overview

Event viewer Check for package conflicts
System information
System mionitoring
System users Install packages
Shutdown or recenfigure

[0%
Check for Ived dependencies [0% |
[o%

Security Progress Detalls
Remote access Check for package conflicts Pending
Local networks - -
Port forwarding Check for P Pending
Web Server Certificate Install packages Pending
Certificate Management

Configuration e s T e ertion
Clustering Al |"i;I"ts o

E-mail settings
11. When the blade is completely installed, the following message appears on the screen:
@MITEL  Mitel Standard Linux

admin@ msl-test.martellotech.local Logout
Fomie Installation of MarWatch MarProbe V4.3 blade @
Status -

Progress Overview
Administration

Backup Fetch package information 100%
View log files Download packages 100%
Event viewer
System information Check for package conflicts 100%
System monitoring Check for unresolved dependencies [[TILL0
System users
Shutdown or reconfigure Install packages 100%
Security The MarWatch MarProbe V4.3 blade was successfully installed.
Remote access .
Clear this report
Local networks po
Port forwarding
Web Server Certificate Progress Detalls
Certificate Management Fetch package information Completed successfully
Configuration Download packages Completed successfully
Clustering
E-mail settings
DHCP Check for package conflicts Completed successfully
Date and time Check for unresolved dependencies | Completed successfully
Hostnames and addresses
Install pac es Completed successfull
Domains packag n v
SHMP

12. Click Clear this report.
This completes the Probe blade installation.

After the Probe blade installation is complete, the Probe service starts and is available for
configuration.

PROBE MICOLLAB BLADE INSTALLATION

The Probe software can be installed on a MiCollab server as a blade.
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Note: Mitel does not provide support or warranty for the Probe blade installation on a MiCollab
server.

To manually install the Probe software downloaded from the Probe dashboard as a blade on a
MiCollab server:
1. Start an SSH session to the MiCollab system. Log in as root with the admin password.

2. Put the ISO image from the Probe dashboard onto the / root directory of the MiCollab server
using one of the following methods:

« Download the ISO image to your local computer and then use SSH to copy the file to
the MiCollab server.

« Download the ISO image to your local computer and then put it on a USB memory
stick.

« Download the ISO image directly from the Mitel Performance Analytics server to the
MiCollab server.

3. Mount the ISO image to the Linux system using the mount -o loop command.
4. Install the blade using the install blade -cdromcommand.

5. If your MiCollab is running MSL 10.3.31 or later, run the following command:
signal-event app-post-install

Example — Copying a local ISO image using scp
This assumes the following:

« You have already downloaded the ISO image to your local computer.

« ThelSOimage file name is Blade-MarWatch MarProbe-5.0-
rOSNAPSHOT.1386.1is0.

« The IP address of the MiCollab serveris 10.10.5.10.
The scp command to copy from your local system to the MiCollab /root directory is:

scp Blade-MarWatch MarProbe-5.0-r0OSNAPSHOT.i386.1is0o
root@10.10.5.10:/root/

Example — Copying a local ISO image using WinSCP

This assumes the following:

« You have already downloaded the ISO image to your local computer.

« ThelSOimage file nameis Blade-MarWatch MarProbe-5.0-
rOSNAPSHOT.1386.1is0.

o The IP address of the MiCollab serveris 10.10.5.10.

The procedure to copy from your local Windows machine to the MiCollab /root directory is:

1. Start the WinSCP application.
2. Connect to the MiCollab server.

3. Using the WinSCP GUI, drag the Blade-MarWatch MarProbe-5.0-
rOSNAPSHOT.1386.iso file to the target MiCollab / root directory.
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Example — Direct download of the ISO image

This assumes the following:

« The URL of the Mitel Performance Analytics server is https://mycompany.com.
« You have not already downloaded the ISO image to your local computer.

The wget command to download the ISO image from the Mitel Performance Analytics server to the
MiCollab /root directory is:

wget https://mycompany.com/ProbeSoftware/MarProbe-Installer.noarch.iso
Example — Mounting and Installing ISO Image When Using SSH

In this example, the ISO image file name is Blade-MarWatch MarProbe-5.0-
rOSNAPSHOT.1386.1iso. The MiCollab is running MSL 10.3.31 or later.

The Linux commands to mount the ISO image and install the blade are:

mkdir /mnt/cdrom

mount -o loop Blade-MarWatch MarProbe-5.0-rOSNAPSHOT.i386.is0o
/mnt/cdrom

install blade -cdrom Blade-MarWatch MarProbe-5.0-rOSNAPSHOT.1386
signal-event app-post-install

Example — Mounting and Installing ISO Image When Using USB Stick

In this example, the USB stick’s storage name is sdd1 and the ISO image file name is Blade-
MarWatch MarProbe-5.0-rOSNAPSHOT.i386.1iso. The MiCollabis running MSL 10.3.31 or
later.

The Linux commands to mount the ISO image and install the blade are:

mkdir /mnt/usbflash

mount /dev/sddl /mnt/usbflash

cp /mnt/usbflash/Blade-MarWatch MarProbe-5.0-rOSNAPSHOT.i386.iso /root/
mkdir /mnt/cdrom

mount -o loop Blade-MarWatch MarProbe-5.0-r0OSNAPSHOT.1386.1is0
/mnt/cdrom

install blade -cdrom Blade-MarWatch MarProbe-5.0-rOSNAPSHOT.1386
signal-event app-post-install

Post Blade Installation Configuration

After installing the Probe blade, you must configure the Probe. You are presented with a new link in
the Applications menu: Martello MarProbe.
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Click the Martello MarProbe link to open the MarProbe Application Menu.

@MlTEL

| Mitel Standard Linux

admin@msl-test.martellotech.local Logout
Applications =
" Martzlio Marprobe MarProbe Service ()
Servicelink The MarProbe service can be started/restart, stopped or configured through this interface.

2= #» Restart

SENT Select Restart, Stop or g
Administration Conbiue Configure

Backup

View log files Service Status EESEBEH

Event viewer

Able to connect to URL [l
Current URL http://

System infermation
System moenitering
System users

Shutdown or reconfigure Perform
Security

Remote access

Local networks

Port forwarding

The web interface for the Probe service has three options; Restart, Stop and Configure. To perform
an action, select an option and click the Perform button.

By default Restart is selected. It performs a restart of the Probe service. The Stop option forces the
Probe service to stop. The Configure option is used to apply a Probe URL from the Mitel
Performance Analytics device page for the Probe.

When the Probe service is initially installed, there is no Probe URL configured and the service is
stopped.

Note: After installation or upgrade of the Probe blade, you may be unable to Restart, Stop or
Configure the Probe service. This is a known MSL issue. The workaround is to quit the web
browser, wait 15 minutes for all session timers to expire and try again.

To configure a URL for the Probe service, select the Configure option and click Perform.

Enter the URL from the Probe Configuration panel in Mitel Performance Analytics into the Probe
URL text box, and click Yes. This applies the URL to the system and the restarts the Probe service.

Note: To do this step, you must have the Probe Installer administrative permission.

@@™ire

adm test, h.local Logout

| Mitel Standard Linux

Applications
[ Martello MarProbe

MarProbe Service (6')

ServiceLink Confirmation
Blades
Status Are you sure you want to eonfigure the MarProbe service?

Administration Enter the Probe URL and click "Yes"

Backup http://

View log files

Event viewer

Systemn infoermation

System menitering Yes No
System users

Shutdown or recenfigure Mitel Standard Linux 9.4.28.0
Copyright 1 Mitel Corporaticn
Security All right

Remote access

Local networks
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After the service is restarted, the MarProbe Application interface shows the Probe service status
and whether or not Mitel Performance Analytics is reachable from the Probe (that is, that the Probe
can resolve the hostname in the URL and establish a connection to the Mitel Performance Analytics
server identified by that hostname).

@MITEL | Mitel Standard Linux

admin@msl-test.martellotech.local Logout
Applications -
[ Martello MarProbe | MarProbe Service (&)
ServiceLink The MarProbe service can be started/restart, stopped or configured through this interface.

Sz Select » Restart

Status Restart,

= Stop
. . op or ]
Administration Configure Configure
Backup - .
Service Running

View log files Status

SEETEE Able to ¥es

System information connect

System menitering to URL

System users Current https://Probci - @ s print-demo.marwatch.net/sprint-

Shutdown or reconfigure URL demo/MarCentral/rest/regions/Canada%20East%20East/customers/David%20Brown,/device
Security

Remote access

Local networks

Port forwarding

Web Server Certificate
Certificate Management

Perform

The Service Status shows the status of the Probe, either Running or Stopped.

If the MSL server can connect to the URL specified, the Able to connect to URL field shows Yes.
If not, it shows No.

This feature facilitates troubleshooting connectivity issues by allowing arbitrary URLSs to be tested,
similar to pinging a server. For example, if http://www.google.com is entered as the configured URL,
the MSL server attempts to retrieve the contents of http://www.google.com and report the result of
that action.

PROBE VIRTUAL APPLICATION INSTALLATION

The Probe can also be downloaded as a Virtual Appliance. The system provides a VMware OVA that
can be installed as Virtual Machine. The Virtual Machine contains an Ubuntu 14.04 Linux installation
with the Probe software preinstalled.

Before installing the Virtual Appliance, configure the memory and resource allocation for the VM so
that it meets the RAM requirements shown in "Host Requirements" on page 193.

To install and configure the Virtual Appliance:

1. Go to the dashboard for the Probe that you wish to install.

2. Gotothe Probe Configuration panel, select the Virtual Appliance tab and download the
OVA file.



Probe Software Installation Procedures

Probe Software
Windows Linux MSL Blade Virtual Appliance

Step 1: Download the MarProbe Virtual Appliance.

Step 2: Using vSphere Client deploy the OVA to your VMware system.

Step 3: Connect to the running machine using the vSphere Client console or SSH.

Step 4: Run setc/init.d/MarProbe contig to configure MarProbe. Provide the following URL:

hitps://Probe-shelley01:ydPSMRycXOg7THCJo@s print-demo. marwatch. net's print-
demo/MarCentralrest/regions/Canada20East/customers/Shelley % 20Shipping/devices/Probe/s helley01/

Copy URL

3. Install the OVA file according to VMware instructions.
4. Start the VM and connect to it using SSH or the VMware console.

5. Loginas config with password config.
For the first log in, you are prompted to change passwords.

6. By default, the VM is configured to use DHCP. You can optionally change this setting to use
static IP addressing. To do so, do the following steps:

« Set astatic IP address by running the following command and providing the following
fields:
Command: sudo vi /etc/network/interfaces.d/eth0

Fields:
auto ethO
iface eth0O inet static
address <IP address>
netmask <network mask>
gateway <Gateway IP Address>
o Press Esc and enter : wqg to write and exit from the file.

« Configure DNS server by running the following command and providing the following
fields:
Command: sudo vi /etc/resolv.conf

Fields:
nameserver <DNS server IP Address 1>
nameserver <DNS server IP Address 2>
Enter as many DNS server IP addresses as required.
o Press Esc and enter : wg to write and exit from the file.

« Bring up the network interface by running the following command:
Command: sudo ifdown eth0 && sudo ifup ethO

7. Typesudo /etc/init.d/marprobe config toconfigurethe Probe and provide it with
the Probe URL from the Probe Configuration panel:
Note: To do this step, you must have the Probe Installer administrative permission.

[root@localhost ~]# sudo /etc/init.d/marprobe config

Enter Probe URL from MarWatch []:
https://Probe-shelley01:ydPSMRycXOg7HCJo@sprint-
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demo.marwatch.net/sprint-
demo/MarCentral/rest/regions/Canada%20East/customers/Shelley%20Shipping
/devices/Probe/shelley01/

Writing config to /usr/local/martello/marprobe.conf... OK
8. Typesudo /etc/init.d/marprobe start to startthe Probe.

[root@localhost ~]# sudo /etc/init.d/marprobe start
Starting marprobe (via systemctl) : [ OK ]

9. To confirm that the software is running, type sudo ps -Af | grep marprobe todisplay
the running Probe processes.

[root@localhost ~]# sudo ps -Af | grep marprobe

root 1873 1 0 10:18 ? 00:00:00 /usr/local/martello/bin/marprobe -debug
-pidfile /var/run/marprobe.pid -Dmarprobe.logfile.prefix=/var/log/ -cp
/usr/local/martello/marprobe-Fat.jar
com.martellotech.bootstrap.startup.JSVCDaemon https://Probe-
shelley01:ydPSMRycXOg7HCJo@sprint-demo.marwatch.net/sprint-
demo/MarCentral/rest/regions/Canada%20East/customers/Shelley%20Shipping
/devices/Probe/shelley01/

root 1874 1873 25 10:18 ? 00:00:00 /usr/local/martello/bin/marprobe -
debug -pidfile /var/run/marprobe.pid -
Dmarprobe.logfile.prefix=/var/log/ -cp /usr/local/martello/marprobe-
Fat.jar com.martellotech.bootstrap.startup.JSVCDaemon https://Probe-
shelley01l:ydPSMRycXOg7HCJo@sprint-demo.marwatch.net/sprint-
demo/MarCentral/rest/regions/Canada%20East/customers/Shelley%20Shipping
/devices/Probe/shelley01/

10. If you need to configure the Linux system (IP address DNS, system name etc.), use standard
Red Hat or CentQOS instructions.
These are available at: http://wiki.centos.org/FAQ/CentOS6

PROBE APPLIANCE INSTALLATION
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The Probe Appliance is a small form-factor server with pre-installed Probe software. The Probe
Appliance uses Debian Linux as its operating system.
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Probe Appliance Installation

The Probe Appliance has connectors for:

« Power, 110/240 VAC, 50/60 Hz
« Ethernet (10, 100, 1000 BASE-T)
« USB2.0type A

The Probe Appliance is shipped with:

« Standard US Power Cord
« Two-pin US Power Connector
« Ethemet Cable
The Probe Appliance must be configured for use with Mitel Performance Analytics. The configuration

details for a Probe are entered in the property page for that Probe device and are visible on the device
dashboard page for that Probe.

You must have the Probe configuration URL to configure a Probe.

PROBE APPLIANCE CONFIGURATION WITH SSH

Do the following steps:

1. Connect power and Ethernet to the Probe Appliance. The Probe Appliance uses DHCP to
obtain its Ethernet address. To configure a Probe Appliance, you need to know its IP address.

2. The IP address can be obtained by scanning the network in which the Probe Appliance has
been installed, and looking for devices with a MAC address that starts with FO-AD-4E or 00—
50-43.

3. Connect to the Probe using SSH to its IP address.

4. Loginto the system as user config with password config. The first time you login to the
system, it prompts you to change the shipped default password. The config user has sudo
privileges.

The following is an example of the password change dialog. (Note that IP addresses and
Linux version numbers may be different. This is not significant).

Using username "config".
configll0.4.50.8"'s password:

You are required to change your password immediately (root enforced)
Linux marProbe 2.6.32-5-kirkwood #1 Sat Dec 11 05:09:52 UTC 2010
armvbtel

The programs included with the Debian GNU/Linux system are free
software;

the exact distribution terms for each program are described in the
individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent
permitted by applicable law.

Last login: Wed Jul 6 14:37:29 2011 from 10.4.50.7

WARNING: Your password has expired.

You must change your password now and login again!

Changing password for config.

(current) UNIX password:

Enter new UNIX password:
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Retype new UNIX password:
passwd: password updated successfully

5. The system now terminates the SSH session. You need to reconnect and login as the user
config with the password you have chosen.

6. Typesudo /etc/init.d/marprobe config toconfigurethe Probe and provide it with
the Probe URL from the Probe Configuration panel:
Note: To do this step, you must have the Probe Installer administrative permission.

[root@localhost ~]# sudo /etc/init.d/marprobe config

Enter Probe URL from MarWatch []:
https://Probe-shelley01l:ydPSMRycXOg7HCJo@sprint—
demo.marwatch.net/sprint-
demo/MarCentral/rest/regions/Canada%20East/customers/Shelley%20Shipping
/devices/Probe/shelley01/

Writing config to /home/marProbe/etc/marProbe.conf...
OK

MarProbe service is now restarting

Stopping MarProbe stopped PID=###

Starting MarProbe started PID=###

PROBE APPLIANCE CONFIGURATION WITH USB DRIVE

The Probe Appliance can also be configured using a USB drive. To configure the Probe Appliance,
you need a USB drive formatted as FAT32 and the configuration URL supplied by the Mitel
Performance Analytics Probe Status page.

Do the following steps:

1. Create afile called marprobe . config. onthe root directory of the USB drive.

2. Edit the file to contain the following lines:
url=
force=

Note: These options are case sensitive and must not contain quotation marks. After the ur1=
option, enter the Probe configuration URL supplied by Mitel Performance Analytics. The file
dates are used to determine if the configuration URL should be applied. This can be overridden
by placing YES after the force= option. Any other value in the force option field is ignored.
Also note that only the first ur1 and force options are read.

3. Save thefile in the root directory of the USB drive and eject it.

4. Insert the drive into the USB port of the Probe Appliance. The indicator LED on the top of the
appliance starts to blink as data is being read from, and written to the USB drive. When the
LED stops blinking, it is safe to remove the drive from the appliance.

Note: If the LED does not blink, the USB drive is not being read properly.



Probe Device Connectivity Check

STATIC IP ADDRESSING

The Probe Appliance can be optionally configured with a static IP address using the USB drive
configuration method. The following additional configuration variables are supported in the
marprobe.config file:

address_assignment={static|dynamic}
address={dotted quad ip address}
netmask={dotted quad mask}
gateway={dotted quad ip address}
dnsl={dotted quad ip address}
dns2={dotted quad ip address}

If address _assignment is settostatic, the rest of the variables are used to define the network
interface configuration.

If address assignment is setto dynamic, the default DHCP configuration is used.
The following is an example marprobe.config file:

address_assignment=static
address=10.0.10.25
netmask=255.255.255.0
gateway=10.0.10.1
dns1=10.0.10.2
dns2=10.0.10.3

It assigns IP address 10.0.10.25/24 with default gateway 10.0.10.1 and DNS server addresses
10.0.10.2 and 10.0.10.3 to the Probe Ethernet interface.

LOG COLLECTION

To assist in troubleshooting, the Probe collects log information. Mitel support may ask for these logs
to assist in problem resolution. The logs can be accessed through SSH or using a FAT-formatted
USB drive.

SSHLOG ACCESS

The logs are stored inthe /var/log/marprobe/ directory. This is accessible from the config
user account.

USB DRIVE LOG ACCESS

When a FAT formatted USB drive is connected to the Probe Appliance, the system automatically
copies logs and configuration data to the USB drive.

PROBE DEVICE CONNECTIVITY CHECK

The device connectivity check is used to verify that the Probe can establish connections to the
devices it is configured to monitor.
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The connectivity check is available under the Tools icon of the Probe dashboard:

A Alarm Queries

i| Audit Log

Ticket ()

EE Log \*

@ Mib Browser

« Network Tools

H Probe Configuration
E Reports

G) Scheduler Results

||| Status

Threshold Queries

The following is a typical connectivity check panel:

s

Run Tests Reload Devices ]

Select None

MX-ONE Lyta-LocalMX1

MitelMCD MCD-Yoda

The checks verify both the IP network connectivity and the access credentials that have been

configured for the device. The system runs this check for all of the connection protocols used by the
device.

This capability can be used during installation to verify that local devices are properly configured and
reachable from the Probe.

When a Device is created or edited, it can take up to 15 minutes for the configuration changes to
propagate to the Probe. To check sooner, press the Reload Devices button to cause the Probe to
request its configuration data from Mitel Performance Analytics.



Probe Device Connectivity Check

The following is an example of the device connectivity check output.

Run Tests Reload Devices

Select Mone

MX-ONE Lyta-LocalMX1
SNMP

ICMP Ping

MitelMCD MCD-Yoda
SNMP
ICMP Ping

MixXmL

SMDR

SHMP request timed out
No response

AxisFault ; nested exception is
java.net.SocketTimeoutException: connect timed out

Unable to connect
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MITEL PERFORMANCE ANALYTICS DASHBOARD
PANEL REFERENCE

The Mitel Performance Analytics web interface provides dashboard panels to display specific
performance information for the devices contained within the dashboard context.

AVAYA IP OFFICE SET INVENTORY PANEL

Mitel Performance Analytics supports inventory monitoring for sets connected to an Avaya IP
Office.

Year

IP Set Inventory

Month | Week Hour

10 Sets

5 Sets

0 Sets

6 pm Jul12 6 am 12 pm

M Digital/Analog Sets [l IP Sets

AVAYA P OFFICE SET INVENTORY DEFAULT VIEW

The default view shows the total number of IP sets configured for the IP Office system by category,
where the categories are:

IP Sets: Avaya H.323/SIP or third party H.323/SIP sets
Digital/Analog Sets: Avaya or third party digital or analog sets

AVAYA P OFFICE SET INVENTORY EXPANDED VIEW

Inits expanded view, the Set Inventory panel displays the following information about the sets
connected to the Avaya Office system:
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Name: Short name assigned to set user.
Number: Set directory number.

Device Type: Set type.

Full Name: Full name assigned to set user.

Port: Logical port number for system port connected to set. Not applicable for IP sets. Note
that the port number does not directly correspond to a physical card/port on the system.

Port Number: The physical port on the card that connects to set. Not applicable for IP sets.

Module Number: The module number for the card that connects to set. Not applicable for IP
sets.

IP Address: IP address for IP set. Not applicable for analog or digital sets.



Basic IP SLA Panel

« MAC Address: Hardware address that uniquely identifies the IP set. Not applicable for
analog or digital sets.

The expanded view can be sorted on any column heading. Note that for an IP Office system with a
large number of sets, this view can require some time to load.

Set Inventory Download

+

To download the set inventory to a .csv file, click onthe! ® 'icon.

BASIC IP SLA PANEL

Mitel Performance Analytics supports basic IP SLA monitoring for up to four remote IP hosts
(targets) from a Probe. The IP SLA graph provides Round Trip Time (RTT) and packet loss
information to measure the quality of the network between the Probe and the target.

The IP SLA panel displays a graph of measured RTT and Packet Loss for up to four targets. There is
a time scale selector which allows you to select Year, Month, Week, Day and Hour views of the
data. Data for a target can be removed from the graph by clicking on the target name in the graph
legend. By hovering over a graph line, you can show detailed information for any measurement.

To configure IP SLA Monitoring, refer to "Probe Configuration" on page 114.

Allow up to an hour for the IP SLA panel to display graph results. The following is an example of how
the data is presented.

Basic IP SLA ?

Year | Month | Week || Day | Hour |

ms__e—_— e —

50ms 20%

Oms O

1:40 pm 1:45 pm 1:50 pm 1:55 pm 2:00 pm 2:05 pm 2:10 pm 2:15 pm 2:20 pm 2
— metroid. martellotech.com — martellotech.com — 192.168.218.50 oot e marwatch net

The following is a description of the displayed data:

« Round Trip Time (RTT): This is the average time for an IP packet to make a return journey
from the Probe to the target. Mitel Performance Analytics uses ICMP Ping packets to make
this measurement. For voice traffic RTT should be less than 300 ms. RTT depends on a
number of factors:

« Transmit time - the time it takes to send the ICMP test packet onto a network link. For
fast links this time is negligible.

« Propagation time - the time it takes for the ICMP packet to travel through the network.
This is determined by the transmission speed in the network link and the physical
length of the link.

« Queueing time - if a network is busy, an intermediate network router may put IP traffic
into a buffer and delay sending until the link is available.
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« ICMP echo response time at the target - if the target is a network device such as a
switch or router, the echo response time may be quite significant. Servers are typically
far more responsive to ICMP pings.

« Percentage Packet Loss: This is the percentage of test packets sent to a target that were not
received at the Probe. For voice networks packet loss should be less than 0.5%; for non voice
IP traffic, packet loss should be less than 2%. Packet loss depends on a number of factors:

« Network link occupancy
« Firewalls that block ICMP ping
« Target device type

CHILD CONTAINER DEVICE STATUS PANEL

This panel summarizes the alarm status in subcontainers in the current container. Information is
displayed according to the subcontainer with the most severe alarms. Use this panel to quickly
identify which subcontainers have devices with the worse alarms.

Child Container Device Status

o 1 2 3 4 5 6 7 8 9

B Indeterminate @ Clear Warning Minor Major W Critical

The previous example shows that the container has six subcontainers with devices generating
alarms: USA, France, Hong Kong, Singapore, Sydney, and United Kingdom.

The USA subcontainer has the devices with the worse alarms. Of its nine devices:
« One device has critical alarms.
« Three devices have major alarms.
« Two devices have minor alarms.
« Two devices have cleared alarms.
o One device has indeterminate alarms.
The France subcontainer has the next worse alarm count. Of its four devices:
« One device has major alarms.
« One device has cleared alarms.
« Two devices have indeterminate alarms.
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CPU and Memory Utilization Panel

Clicking on the subcontainer name listed on the left of the panel accesses the dashboard for that

subcontainer.

CPU AND MEMORY UTILIZATION PANEL

This panel shows current and historical performance information for the memory and CPU utilization

of the monitored device.

Memory Utilization

Year | Month | Week Hour

B cru B Memory

75%

50%

6 pm

Apr 29

6 am

25%

0%
12 pm

MEMORY UTILIZATION

Utilization is displayed as a percentage of available memory. Increasing levels of memory utilization
can be an indication that there is a memory leak in the software running on the monitored device. In
general this should be less than 95% for embedded devices.

CPU UTILIZATION

Utilization is displayed as a percentage of available CPU. High levels of CPU utilization can indicate

performance problems in the monitored device.

DEVICE INFORMATION PANEL

This panel shows information about the device being monitored. Depending on the device type, the

panel displays a number of device information tabs.
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DESCRIPTIO
TAB N EXAMPLE
Device Information
Rgglcelp | Device | System Identity Versions Notes
ress
IP: 192 168.218.39
and Probe
. Probe: oneProbe
Device used to
monitor
device (if
applicable).
Device Information
Device | System | Identity Versions Notes
Device
. . Name: Local_165
information VerAg:07.00.00.01.00; VerSw:12.0.0.8; VerHw:MCD
erf\g:07.00.00.01.00; VerSw:12.0.0.8; VerHw:MCD;
System as reported Description: /. p['3300 ICP; HostSrv: 162, 168.218.38; VerMCD:6.0
by the Location:
device. Contact: none
Uptime: 6d 1h 44m (Since Jul 6 12:54 PM)
3300
Har_dware Device Information
ID (if
avai|ab|e) Device System | dentity | Versions Notes
and Hardware Identifier: 45b5aald-4cd4-42a5-8636-c b5d55f63019
. MiVoice Application Record ID: 59788730
Identity . PP
Business
Application
Record ID
(if
configure
d).
Device Information
Device System |dentity Versions Notes
Hardware Platform: 3300 ICP
. inventory .
Version MCD Version: 8.0
s as reported AG Verei
by the ersion: 07.00.00.01.00
device. 0S8 Version: 12.0.0.8
HW Version: MCD
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DESCRIPTIO

TAB N

EXAMPLE

Device Information
Text as

entered in Device System |dentity Versions Motes
the 192.168.218.39

Description
fieldin the
device’s
settings
sheet.

Notes

DEVICE INVENTORY PANEL

This panel's pie charts give a snapshot of the container’s current network performance. All container
alarms, equipment status’, and device inventory are included.

The Device Status pie chart represents the ratio of status types critical, major, minor, warning,
indeterminate, and clear from the total quantity of devices in inventory.

The Alarm Severity pie chart represents the ratio of alarm types: critical, major, minor, warning, and
indeterminate. The alarms are taken from all devices.

The Device Types pie chart represents the ratio of devices types in inventory.

Dewvice Status Alarm Severity Device Types

7

DISK USAGE PANEL

This panel shows the utilization of the file system(s) or disk(s) on the server. Utilization is displayed
as a percentage of the total file size.

EVENT STREAM PANEL

This panel displays information on events generated by the monitored device.

EVENT STREAM SUMMARY VIEW

The summary view displays the following information:

« Time: The date and time the event occurred.
« Type: Type of event; for example, an SNMP trap.
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« Event: The name of the event; for example, linkDown or coldStart.

The following is a typical summary view.

Event Stream

Time Type Event

Tue 3:21 PM SNMP/trap linkDown

Tue 3:21 PM SNMP/trap linkDown

Tue 3:21 PM SNMPitrap linkUp

Tue 3:21 PM SNMP/trap linkUp

Tue 3:21 PM SNMP/trap coldStart

Tue 3:21 PM SNMP/trap nsMotifyShutdown
Tue 2:50 PM SNMP/trap linkDown

Tue 2:50 PM SNMP/trap linkDown

EVENT STREAM DETAILED VIEW

Clicking on an event in the summary view displays a detailed view of that event. The followingis a

typical detailed view.

1361631154

Comment:

A linkup trap signifies that the SWMP entity, acting in an
agent role, has detected that the ifOperStatus object for
one of its communication links left the down state and
transitioned into some other state (but not inte the

Time Type Event
Tue 3:21 PM SNMP/trap linkDown
Tue 3:21 PM SNMP/trap finkDown SNMP Tl'api linkU P
Tue 3:21 PM SNMP/trap linkUp T
ime:
Tue 3:21 PM SNMPitrap linkUp
Tue 3:21PM SNMPtrap coldStant Tue 3:21PM
Tue 3:21 PM SNMP/trap nsMotifyShutdown Variable Blndlngs
Tue 2:50 PM SNMP/trap linkDown
Variable Value
Tue 2:50 PM SNMP/trap linkDown
Tue 2:50 PM SNMP/trap linkUp sysUpTime.0 0s
Tue 2:50 PM SNMP/trap linkUp snmpTrapOID.0 linkUp
Tue 2:50 PM SNMP/trap coldStart
. = iflndex.2 2
Tue 2:50 PM SNMP/trap nsMotifyShutdown
ifAdmin Status.2 up (1)
ifOperStatus.2 up (1)
- snmpTrapEnterprise.0 netSnmpAgentOiDs 10
linkUp:

notPresent state).
included value of ifoperstatus.

This other state is indicated by the

The information from the summary panel is shown in the top left area. Use it to select individual
events. The selected event has a light blue background.

Detailed information about the selected event is shown in the area to the right. Clicking on any blue
linked topic in the area to the right displays a description in the bottom left area, in the Comment
box.



Interface Statistics Panel

INTERFACE STATISTICS PANEL

This panel provides summary information about the physical and logical interfaces on a monitored
device.

Interface Statistics
# Interface Type IP Address Speed Status Bandwidth Discards /| Errors Availability '+
1 ppp 10.0.73.2 1.54 Mbps 4 2% | MM% 0% 0% 100%
2 ethemetCsmacd 10.0.71.2 100 Mbps i 2% | 6% 0% 3% 100%
3 ethemetCsmacd 192.168.218.75 100 Mbps i 5% | 0% _______ 10% 0% 100%
4 other 4.25 Gbps i 0% | 0% 0% 0% 100%

Interface rows are colored to indicate potential interface status:

« Red: likely trouble
« Orange: potential trouble
« Green: trouble unlikely

These color codes do not reflect alarm status. For details of the conditions under which they are
applied, see "Interface Status Color coding" on page 230.

The table can be sorted by clicking on the column title. The following sections describe information
presented in the table.

Clicking on the + icon to the right of the Availability column heading displays an additional
Description column.

Interface Number Column
This is a reference number provided by the device.
Interface Type Column

This column describes the type of interfface. Common values are:

« ds1: 1.5 Mbps serial interface

« ds3: 45 Mbps serial interface

« e1: 2.0 Mbps serial interface

« ethernetCsmacd: Ethernet interface

« pppMultilinkBundle: Multilink PPP (point-to-point protocol), in which multiple physical links
are bonded to provide a single higher capacity logical link.

For a complete list, see http://www.iana.org/assignments/ianaiftype-mib.

Description Column
This is the interface description taken from the IF-MIB.

Note: For Cisco routers, the Description field may have a description containing unexpected alias
names.

IP Address Column

This is the IP address associated with the interface.
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Speed Column
This shows the interface speed in bits per second.
Status Column

The status icon shows the current interface status.

ICON DESCRIPTION

ﬂ Interface is active

Interface is down or there is a problem with the interface

ﬂ. Interface is down and the administrative status is up

Bandwidth Column

This column shows summary information for bandwidth utilization per interface for the previous 60
minutes.

The up arrow shows uplink bandwidth utilization as percentage of link speed, most recent
measurement.

The down arrow shows downlink bandwidth utilization as percentage of link speed, most recent
measurement.

The Sparkline graphic shows trends for the uplink and downlink bandwidth utilization for the previous
60 minutes. Click on the Sparkline graphic for an expanded view of the 60 minutes.

Discards / Errors Column
The up arrow shows uplink discards as percentage of all packets, most recent measurement

The down arrow shows downlink discards, errors and unknown packets as percentage of all
packets, most recent measurement.

The Sparkline graphic shows trends for the uplink and downlink discards and errors for the previous
60 minutes. Click on the Sparkline graphic for an expanded view of the 60 minutes.

Note that discards and errors may be present for physical interfaces but not appear for logical
interfaces. This is because the physical interface discards errored packets and does not present
these to the logical interface.

Availability Column

This column shows summary information for the interface availability for the previous 60 minutes.
The percentage displayed is the average availability over the last 60 minutes. The Sparkline graphic
shows trends for the interface availability for the previous 60 minutes. Click on the Sparkline graphic
for an expanded view of the 60 minutes.

INTERFACE STATISTICS EXPANDED VIEW

To get more detailed information on monitored device interface statistics, click on the Expand icon
on the top right hand corner of the panel.
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Interface Statistics Panel

# Interface Type Description IP Address Speed Status Bandwidth Discards / Errors Availability
1 ppp T1 to Adtran 10.0.73.2 1.54 Mbps 4 2.23% | 93.87% 0% 0% R
2 ethemetCsmacd AN ETceSES LANSSETH: 1071 5 00 Mbps & 165% | 5TT% 0% | 3.31% 100%
3 ethemetCsmacd WAN interface3ETH-WANS 192.168.218.75 100 Mbps 4 5.2% 02% 10.42% 0.03% 100%
4 other MNull 4.29 Gbps r 0% 0% 0% 0% 100%

nterface Details Availability Bandwidth Facket Loss Protocel Errors Year | Month | Week El Hour
Detail Value
Description T1 to Adtran

Physical Address (MAC)

Max Transmission Unit (MTU) 1500

The expanded view displays the IP address (if assigned) of each interface and enables the display of
more detailed interface performance statistics.

Interface Selection
Select an interface by clicking on the Interface row in the upper part of the window.
Historical Data

To examine historical interface statistics, click on one the time scale buttons (Year, Month, Week,
Day, or Hour).

Interface Details Tab

This tab shows additional information for the selected interface. For the Ethernet interface in the
previous example, the tab shows the MAC address and MTU.

Availability Tab

This tab shows percentage interface availability over time. For a given interface, this is either 0%
(unavailable) or 100% (available).

Interface Details | Availability | Eandwidth Packet Loss Protocol Errors Year Month  Week Day Hour
Availability sa ® 400 | 11:45 February 10, 2012

100

80
60
40

20

1 1 1 1 1 1 1 1 1
Feb 10 11:05 11:10 11:15 11:20 11:25 11:30 11:35 11:40 114

Bandwidth Tab

This tab shows the following interface statistics:

« Transmit Bandwidth (Uplink), in bits per second
« Receive Bandwidth (Downlink), in bits per second
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« Discarded Packet Rate, in packets per second. Packet discards are generally the result of
buffer overflow and are an indicator of link congestion.

« Interface Speed, in bits per second. The interface speed is generally fixed except for a Multi-
Link PPP logical interface, where the bandwidth is determined by the number of available
physical interfaces assigned to the PPP interface. Note that polling occurs every hour, so the
speed graph does not display data in the hour view.

Interface Details | Availability | Bandwidth | Packet Loss | Protocol Erors Year = Month | Week Hour
Tx Bandwidth pits/sec) #® 501m | 10:15 February 10,2012 || Rx Bandwidth mits/secs # 194,30 k | 10:15 February 10, 2012
200 k
4m 150 k
100 k
z2m
50 k
0 0
. . . I . . . : . | . :
1z pm 4pm 2 pm FriFeb 10  4am 8 am 12 pm 4pm 8 pm FriFeb 10 4am 8am
Discards Qut ipackets/sec) ® 33849 | 10:15 February 10,2012 || Speed wits/sec ® 3100 m | 10:00 February 10, 2012
40 100 m
20 80 m
50 m
20
40m
1o 20m
0 0
. . . I . . . . . | . .
1z pm 4pm 8 pm FriFeb 10  4am 8 am 12 pm 4pm 2 pm FriFeb 10 4am 8am

When selecting an interface to view additional data, be sure to select a time view as well.

This tab displays:
« Discards Out, in packets per second. Outbound packet discards are generally the result of
buffer overflow and are an indicator of link congestion.

« Discards In, in packets per second. Inbound packet discards are generally caused by framing
errors or malformed packets and typically indicate a physical layer issue.

« Queue Length, in packets. This measures the transmit queue / buffer. High queue values
indicate congestion on the interface.

« Unknown Packets, in packets per second. This measures unknown protocol packet received
at the interface. These are rarely present in wide-area networks (WANSs); in local-area
networks (LANs) they typically indicate a non-IP protocol being received on an IP-interface.
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Interface Details Availability

Bandwidth Packet Loss Protocol Errors

Year Month Day = Hour

Discards Out fpackets/sec)

f f f 1
12pm 4pm 8pm ThuFeb%

s 338,60 | 10:00 February 10, 2012

40
e

20

S

20
10

o

f f f f 1 i
S8am 1Zpm 4pm &pm Fri Feb 10 S8a

Discards In (packets/sec)

i i i 1
1Zpm 4pm Spm ThuFeb g

@ 30 | 10:00 February 10, 2012

' i . i 1 i
S8am 1Zpm 4pm &Spm FriFeb 10 8a

Queue Length packets)

1 1 1 1
12pm 4pm Epm ThuFsh 9

® 30 | 10:00 February 10, 2012

1 1 1 1 1 1
Sam 12pm4pm Spm FriFsb10 Ea

Unknown Packets fpackets/sec

1 1 1 1
12pm 4pm &pm ThuFsh 3

—

® 3003 | 10:00 February 10, 2012

P N N

0.02
0.01

0.00

1 1 il 1 1 1
Sam 1Zpm4pm Spm FriFshb10 8a

Protocol Errors Tab

This tab displays:

« Errors Out, in packets per second. This measures the total rate of packets that could not be
transmitted due to errors.

« Errors In, in packets per second. This measures the total rate of all errored packets received
at the interface, whether errored packets or unknown protocols. In WAN links, this is generally

an indication of

Interface Details Availability

a physical layer problem.

Bandwidth Packet Loss | Protocol Errors |

Year Month Day = Hour

Errors Out (packets/sec)

i i i |
12 pm 4pm Bpm ThuFeb9

® 20 | 10:00 February 10, 2012

i i i i | i
Sam 12pm 4pm &pm Fri Feb 10 8a

Errors In (packets/sach

——
A

e — A

i i i |
1Z2pm 4pm 8pm ThuFeb g

® 33344 | 10:00 February 10, 2012
26

24
N T N3
20
18
16
14
12

10

i i . i | i
Sam 12pm 4pm &pm FriFeb 10 8a
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INTERFACE STATUS COLOR CODING

Mitel Performance Analytics applies color coding to the interface summary rows to assist in quickly

identifying potential troubles. The color codes are:

« Red: Likely Trouble. Any of the following conditions are met:

Operational status is down and the admin status is up
Percentage inbound discards exceeds 3%
Percentage inbound errors exceeds 3%

Percentage outbound discards exceeds 3%
Percentage outbound errors exceeds 3%

Percentage bandwidth utilization exceeds 75%

« Orange: Potential Trouble. Any of the following conditions are met:

« Green: Trouble Unlikely. None of the red or orange display criteria are met.

Admin status is in down mode or test mode

Operational status is up for 5 minutes or less

Percentage inbound discards exceeds 1%

Percentage inbound errors exceeds 1%

Percentage outbound discards exceeds 1%

Percentage outbound errors exceeds 1%

Percentage inbound unknown protocol packets exceeds 3%
Percentage bandwidth utilization between 50% and 75%

IP CLASS OF SERVICE PANEL

230

The IP Class of Service (CoS) panel provides information about the class-based congestion

management of voice and data IP traffic sent from a monitored device.

Mitel Performance Analytics supports monitoring of Cisco and Adtran routers configured with class-

based traffic management.

For Cisco routers, Mitel Performance Analytics provides an IP COS panel for each router interface

as well as nested COS statistics.



IP Class of Service Panel

IP Class of Service: SETH-LANS

Outgoing Bandwidth (bits/sec) = P —
FastEthernet0/1 9oie ear | Monh | wee

parent

100b

- call-signalling-class @
4 critical-data-class
+  bulk-data-class @
- critical-data-child-class

+ netwerk-control-class 1

» class-default @ 3 pm 6 pm 9 pm Jan 28 3 am 6 am 9 am 12 pm
4 realtime-class @ Outgoing Dropped Traffic (bits/sec)

+ video-class @

» voice-class @

+ class-default @ b
= scavengerclass @
» class-default @

0.5b

0b

P 3pm 6 pm 9 pm Jan 28 3am B am 9 am 12 pm

CLASS-BASED TRAFFIC MANAGEMENT

Class-based traffic management is a form of congestion management typically used to manage
bandwidth allocation on WAN links. Class-based traffic management uses the concepts of:

« Traffic classes based on match criteria, which may include protocol type, Access Control
Lists (ACLs), and input interfaces.
« Class map policies that define how different traffic classes are prioritized under congestion.
« Service policies that define which interfaces the class map policies are applied to.
For details on Cisco class-based traffic management, refer to Cisco Quality of Service Overview at

www.cisco.com. For details on Adtran class-based traffic management, search for article number
1617: Configuring Quality of Service (QoS) in AOS from the Adtran Knowledge Base.

CLASS NAME AND DIFFERENTIATED SERVICES CODE POINT
(DSCP)

The IP COS panel provides details about the class name and the DSCP applied to outbound traffic
by class, if available. DSCP marking is commonly used to indicate the MPLS class of service that
IP packets are assigned to.

SUMMARY VIEW TRAFFIC MONITORING GRAPHS

The summary view panel header shows the name of the router interface providing the displayed
statistics. In the previous example, the router interface name is SETH-LANS.

For Cisco routers, the right of the panel shows the first two levels of nested COS statistics. To
display further levels, access the expanded view. See “"Expanded View Nested COS Traffic
Monitoring Graphs" on page 232.
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Click on a statistic name to show or hide the statistics on the graphs. Hidden statistics are grayed
out.

The two traffic monitoring graphs are Outgoing Bandwidth by Class of Service and Outgoing
Dropped Traffic by Class of Service.

Outgoing Bandwidth by Class of Service

This graph shows a stacked graph of all outbound traffic in bits per second, by traffic class. Note that
this does not include traffic which has been dropped because of network congestion. The colors
indicate the traffic class as defined in the router. The class name and DSCP (if assigned) are
indicated in the legend.

Outgoing Dropped Traffic by Class of Service

This graph shows a line graph of discarded traffic in bits per second, by traffic class. In normal
operation, this should remain at zero. Discarded traffic indicates network congestion. The default
view is for the previous 60 minutes. To view historical COS information, click on the time scale
buttons.

EXPANDED VIEW NESTED COS TRAFFIC MONITORING
GRAPHS

Use the expanded view of the IP COS panel to show nested COS statistics.

The Sigmaicon (Z ) indicates that a lower level of policy exists. Click on it to expand the display and
show the statistics of that lower level.

FastEtherneto/1 Outgoing Bandwidth (bits/sec) Year | Month | Week Hour

parent
[_sEmHLans 2

100b

Expand All

- cphSignalling-class @

critical-data-class
- bulk-dataclass @

4 critical-data-child-class @

- ip-mission-critical-class @

4 pm 6 pm & pm 10 pm

* ftransactional-class @

. classdefault Outgoing Dropped Traffic (bits/sec)

I netwerk-contrel-class

asg-default @
4 realtimeclass @
4 video-class @
- interactive-videoclass @
= streaming-videc-class @
- class-default @

+ voiceclass @
Qb
4 pm 6 pm 8 pm 10 pm Jan 28 2 am 4 am 6am 8am 10 am 12 pm 2 pm

« class-default @ -

Use the Expand All button to display the full set of lower policies and their associated statistics.

For Cisco routers, use the drop-down box to select which interface to display statistics.

LICENSES PANEL

The Licenses panel is available on device dashboards. It displays a list of the different types of
licenses found on the device along with how many are currently in use.
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License types are highlighted to indicate use levels.

Licenses
License Type Used Total % Used -
Device 2 5000 0.0%
SIP Trunk 0 100 0.0%
Tap 0 0 0.0%
Teleworker 0 55 0.0%
Transcoding 0 5 0.0%

When the panel is expanded it displays a graph, showing the history of license utilization on this
device.

To toggle, hide, or show the license consumption, click on the device name. This is useful in viewing
license consumption by device over time.

To toggle hide or show the license consumption by license type, click on the license name in the
graph legend.

License Type Used Assigned Total
ACD Active Agents
Analog Lines

Year | Month | Week Day [Used | Assigned % Used/Assigned

- MXe45
= MXe4b
Compression

Digital Links

Embedded Voice Mail
Embedded Voice Mail PMS
External Hot Desk Users
Fax Over IP (T.38)

HTML Applications

IP Users

MCD IDS Connect

MLPP

MiVoice Business Console Active
Operators

Multi-Device Suites 0 0 0
Multi-Device Users 0 0 0 0.75
SIP Trunks 0 600 1100

cc%cogcomggo

1.25

0 0O W o o0 o0 o0 0 o0 o oo
N
cc%cogooaago

o
o
o

0.25

r 10 Mar 17 Mar 24 Mar 31 Apr 7

LICENSING PANEL

The Licensing panel is displayed when you select Licenses under the Settings icon.
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@ Licensing: Container - System

License Status:

Feature State Expiration Required Assigned Trial Available?
Device/MPADevice/Backup Jan 1, 2023 2506 25000
Device/MPADevice/Monitoring Jan 1, 2023 9815 25000
Device/MPADevice/SMDR Jan 1, 2023 2330 25000
Device/MPADevice/Set Inventory Jan 1, 2023 4125 25000
Device/MPADevice/Standard VQ Jan 1, 2023 2815 25000
Device/MPADevice/Trunk Traffic Jan 1, 2023 516 25000
Device/Probe/Activation Jan 1,2023 1 1
Device/Probe/IP SLA Jan 1, 2023 1 2
Device/Server/Monitoring Jan 1, 2023 10 25000
Devica/Switch/Monitoring Jan 1, 2023 84 25000

Attach License:

Attached Licenses:

License Type Count Start End License ID

+= Return to Dashboard

The top part indicates the status of the licenses for this device or container. The middle part allows
you to attach more licenses. The bottom part lists the currently attached licenses.

LOCATION MAP

The Location Map displays all containers being monitored globally. The container icon represents
their current status. To narrow in on a particular site, click the appropriate icon.
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MIB BROWSER

The MIB Browser is used to diagnose SNMP-enabled network devices and applications on the
customer network. When applicable, it is available under the Tools icon of the dashboard. The
following is an example for a Probe:

A Alarm Queries

i AuditLog

x Connectivity

Ticket D]

i Log
& Network Tools
H Probe Configuration
i Reports
G) Scheduler Results

l|| Status

Threshold Queries

The MIB Browser can access certain devices only. If invoked from a device dashboard, the MIB
Browser can access that device only. If invoked from a Probe dashboard, the MIB Browser can
access any device that the Probe can reach.

To use the MIB browser:

1. Access the MIB Browser.

Get Get Next Get Table Walk Subtree | - MIBS % v 161 public vie v

' ? 5"5'%‘“ Results Table & @
» 3 interfaces
» B at Value Symbol oID Target
r B ip
» B icmp
r B tep
» 53 udp
» 3 eop

B3 transmission
» & snmp

Name
oD
Type

If applicable, following fields are prefilled with default values. These defaults vary depending
on the device configuration. Typically the defaults are:

o SNMP portis set to 161
« SNMP community string is set to public
o SNMP versionis set to v2c
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236

2.

3.
4.

« MiIB is set to RFC1213-MIB, with the object tree to the left displaying the correct
objects

Optionally change the default settings.

To change the MIB in use, click on the MIBs button to show available MIBS. Use the Search
MIBs field to quickly search the available MIBs for the one you want. The Mitel Performance
Analytics MIB browser is delivered many publically available MIBs. When satisfied, click
Confirm to return to the MIB browser.

If the Mitel Performance Analytics MIB browser does not contain the MIB you want, see
“'Adding MIBs" on page 236.

If you are accessing the MIB Browser from a Probe select the device from the IP Address
dropdown list. If you are accessing the MIB Browser from a device, the IP Address dropdown
list is prefilled with device IP address.

Select an object from any of the displayed object tree.
Click Get or Get Table as required to fetch the data.

A new tab is created for table queries. The tab is labeled with the OID and the system host name.

Result tabs contain icons that allow you to:

Refresh the results

Clear the results

Download the results. Results are downloads as a .csv file.
Rotate the results; that is, for tables swap columns for rows
Close the tab

Clicking on any heading in the results of a table query highlights the object in the MIB object tree.

In addition, the MIB browser has buttons that allow you to:

Get the Next object on the device
Walk a Subtree

ADDING MIBS

The Mitel Performance Analytics MIB browser is delivered many publically available MIBs. If it does
not contain the MIB you want, you can add the MIB to the MIB browser.

Note: You need a special permission to add a MIB. See “"User Permissions" on page 46.

Do the following steps:

1.
2.
3.

Access the MIB Browser.
Click the MIBs button.

Click the Load MIBs button.
The MIB Management window is displayed.



Mitel MSL Application Info Panel

Mib File

® Upload MIB

MIB Management

Upload MIBs

Mo file selected.

4= Return to Dashboard

4. Click the Browse button.

5. Navigate to the MIB and select it.

6. Click the Upload MIB button.

Mitel Performance Analytics responds indicating it has successfully uploaded the MIB or
informs you if it has issues uploading the MIB.

7. Click the Return to Mib Browser button.

MITEL MSL APPLICATION INFO PANEL

The Mitel MSL Application Info panel displays information on the applications that have been
installed and are running on the blades of an MSL server.

| Version Info Descriptions

Mitel MSL Application Info

Application Name

NuPgint Unified Messenger

Wchile Extension
Suite Application Services
Mitel Border Gateway

Audio and Web
Conferencing

Manufacturer

NuPeint Unified
Messenger

Mitel Corporation
Mitel Corporation

Mitel Corporation

Mitel Corporation

Software Version

14.2.0.20

22130
2.2.19.0
6.1.5.0

1.0

Details include application name, manufacturer, version, and description.

MIVOICE BORDER GATEWAY IP SET INVENTORY

PANEL

Mitel Performance Analytics supports inventory monitoring for sets connected to a MiVoice Border

Gateway.

237



Mitel Performance Analytics System Guide

IP Set Inventory

Year | Month | Week Hour

B Sets

4 Sets

2 Sets

0 Sets

6 pm Jul 12 6 am 12 pm

M In Service M Disconnected

DEFAULT VIEW MBG IP SET INVENTORY

The default view shows the total number of IP sets configured for the MiVoice Border Gateway by
status, where the statuses are:

« InService: IP set is connected and enabled

« Disconnected: IP set is enabled but disconnected

« Redirected: IP sets connected to alternate MiVoice Business

Click the graphic legend labels (In Service, Disconnected, or Redirected) to display or hide a set of
data.

EXPANDED VIEW MBG IP SET INVENTORY

Inits expanded view, the Set Inventory panel displays the following information about the sets
connected to the MiVoice Border Gateway system:

« State: Identifies the state of the set, as described previously.

« Enabled: IP set admin status on MiVoice Border Gateway, True or False.

« Connected: Connection status, True or False.

« Device ID: MAC address of IP set (if known).

« Device DN(s): DN(s) assigned to the IP set.

« Device Type: Type of IP set (if known).

« Current ICP: Name of current ICP for the IP set. Generally, Current ICP and Configured ICP
are the same.

« Configured ICP: Name of default ICP for the IP set. Generally, Current ICP and Configured
ICP are the same.

o Type: MiNet Client or SIP Client.
« Most Recent IP Address: IP address of record for the IP set.

The expanded view can be sorted on any column heading. For a MiVoice Border Gateway with a
large number of sets, this view can require some time to load.
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Set Inventory Download

*

To download the set inventory to a .csv file, click onthe ! * 'icon.

MIVOICE BORDER GATEWAY TRUNK UTILIZATION
PANEL

The Trunk Utilization panel for MiVoice Border Gateway shows the performance of all of the SIP
trunk groups in the MiVoice Border Gateway system. There are two areas in the Trunk Utilization
panel: SIP Trunk Call Rates and SIP Trunk Utilization.

Click on the graphic legend labels at the bottom of the panel to display or hide the data of individual
trunks.

SIP TRUNK CALL RATE

This area shows the call rate for all trunk group calls in the system in 15-minute intervals.

Year | Month | Week | Day

PSTN System
Apr 11 9:15pm: 420.5 CPH

12 om 4 om Apr 11 12 am 4 am 8 ar

The area shows a stacked bar chart of all SIP trunk calls in the MiVoice Border Gateway, both
inbound and outbound. Trunk groups are identified by their MiVoice Border Gateway SIP trunk
names.

For more details, hover the mouse over a graph point. The graph displays the trunk name, time and
date, and call rate for that data point.

SIP TRUNK GROUP UTILIZATION

To provide information per trunk group, the second area shows SIP trunk utilization by SIP trunk.

PSTN System 20 Calls
Apr 12 1:30am: 19.9 Calls

15 Calls

5 Calls

0 Calls
12 om 4 om Apr 11 12 am 4 am 8 ar
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This graph shows maximum SIP trunk group utilization per 15-minute interval.

MIVOICE BUSINESS CLUSTER LICENSE USAGE PANEL

This panel displays a list of the different types of licenses found on the MiVoice Business cluster,
along with how many are currently in use in the Cluster. Note that this information panel is displayed
only on MiVoice Business call servers which are the Designated License Manager (DLM).

License types are highlighted to indicate utilization levels.

Cluster License Usage

License Type Used Assigned Total
ACD Active Agents 0 0 0
Analog Lines 0 20 30
Compression 0 24 40
Digital Links 1] 4 6
Embedded Voice Mail 0 0
Embedded Voice Mail PMS 0 0 0

Evtarnal Uat MNacl | e n an ann

When the panel is maximized it displays a graph, showing the history of license utilization in the
cluster by license type and MiVoice Business.

To toggle, hide, or show the license consumption, click on the MiVoice Business name in the graph
legend. This is useful in viewing license consumption by MiVoice Business over time.

License Type Used Assigned Total || ye, [Month | Week | Day | (Used| Assigned | % Used/Assigned
ACD Active Agents 0 0 0
Analog Lines 0 20 30 = MXe45
= MXed46
Compression 0 24 40 2
Digital Links 0 4 6
Embedded Voice Mail 0 0 0
Embedded Voice Mail PMS 0 0 175
External Hot Desk Users 0 40 200
Fax Over IP (T.38) 0 0 0 15
HTML Applications 0 0 0
IP Users 3 366 1182
MCD IDS Connect 0 0 0 L
MLPP 0 0 0
MiVoice Business Console Active
0 0 0 0 1
perators
Multi-Device Suites 0 0 0
Multi-Device Users 0 0 0 0.75
SIP Trunks 0 600 1100
0.5
0.25
0
r10 Mar 17 Mar 24 Mar 31 Apr 7

MIVOICE BUSINESS IP SET INVENTORY PANEL

240

Mitel Performance Analytics supports inventory monitoring for IP sets connected to a MiVoice
Business.



MiVoice Business IP Set Inventory Panel

IP Set Inventory

Year | Month | Week ::.'-,|

15 Sets

10 Sets

5-Sets

0 Sets

6 pm Jul 12 6 am 12 pm

M In Service M Disconnected [l Never Connected
Unprogrammed

DEFAULT VIEW MIVOICE BUSINESS IP SET INVENTORY

The default view shows the number of IP sets connected to the MiVoice Business by state, where

the possible states are:
« InService: Set has set up a TCP/IP connection and has been programmed.
« Disconnected: Set has been programmed and then disconnected from the LAN.
« Never Connected: Set has been programmed but has not been connected to the LAN.
« Unprogrammed: Set is connected to the LAN but has not been programmed.

Click the graphic legend labels (In Service, Disconnected, Never Connected, or
Unprogrammed) to display or hide a set of data.

EXPANDED VIEW MIVOICE BUSINESS IP SET INVENTORY

Inits expanded view, the Set Inventory panel displays the following information about the sets

connected to the MiVoice Business:

« Name: Set user name.

« Number: Set prime directory number.

« Device Type: Set type.

« State: Identifies the state of the set, as described previously.

« MAC Address: Displays the hardware address that uniquely identifies the set. MAC
addresses are not supported for SIP devices.

« IP Address: IP address of the set.

« Subnet: IP subnet for the set.

« Gateway: Default gateway for the set.

« VQ Stats: Indicates if voice quality statistics reporting is enabled for the set.

« Primary ICP: Displays the name or IP address of the set's local controller in a single-node
environment or its primary controller (if programmed in the Network Elements form)in a
resilient environment. If neither the name nor IP address is available, Unknown displays,

indicating a problem with the controller.
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M
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« Secondary ICP: Applies to resilient environments only; the field is blank for single-node
environments and for non-resilient Sets. If neither the name nor IP address is available,
Unknown displays, indicating a problem with the controller.

« Hardware Version: The hardware version of the set (if available).
« Software Version: The software version of the set (if available).

The expanded view can be sorted on any column heading. Note that for a MiVoice Business with a
large number of sets, this view can require some time to load.

Set Inventory Download

To download the set inventory to a .csv file, click onthe  * 'icon.

IVOICE BUSINESS LOGS AND MAINTENANCE PANEL

This panel give you access to MiVoice Business maintenance and software logs. You can also send
maintenance commands to the MiVoice Business.

| Maintenance Commands | Maintenance Logs Software Logs

Command | Execute Maintenance Command |

Access this panel from device dashboard of a MiVoice Business. Select Logs & Maintenance
under the Tools icon.

A Alarm Queries

| il Audit Log rorites

2 Backup...

&

Ticket ®

=43 Connectivity

g Inventory Queries

Logs & Maintenance

<& Mib Browser




MiVoice Business Node Licensing Usage Panel

MIVOICE BUSINESS NODE LICENSING USAGE PANEL

This panel displays a list of the different types of licenses found on the MiVoice Business device,
along with how many are currently in use.

License types are highlighted to indicate utilization levels.

Node License Usage

License Type Used Total % Used
SIP Trunks Licenses 75 75 100.0%
MCD IDS Connection Licenses 1 1 100.0%
IP Users Licenses 203 209 97.1%
Multi-device Users Licenses 93 106 87.7%
ACD Active Agents Licenses 127 162 78.4%
Analog Lines Licenses 0 0 0.0%
Embedded Voice Mai Licenses 0 16 0.0%
External Hot Desk Licenses 0 142 0.0%
Digital Links Licenses 0 0 0.0%
MLPP Licenses 0 0 0.0%
IP Console Active Licenses 0 0 0.0%

When the panel is expanded it displays a graph, showing the history of license utilization on this
MiVoice Business.

License Type Used Total % Year = Month | Week | Day Used | Total | % Used
SIP Trunks Licenses 75 75 100.0%
“unfa?\al'g: Gonnection t QIMOCTe = Analog Lines
IP Users Licenses 203 200 97.1% T voice Ma)
Multi-device Users External Hot Desk
Licenses 3 106 67.7% == Digital Links
ACD Active Agents
Licenses o 127 162| 73.4% 175 Multi-device Users

IP Console Active

Analog Lines Licenses 0 0 00% = HTML Applications
Embedded Voice Mai = MCD IDS Connection
Licenses 0 18 0.0% = Compression
IP Users
Faicle 0 142 00% 150 Multi-device Suite
i ACD Active Agents
Digital Links Licenses 0 0 0.0% FAX Over IP (T.38)
MLPP Licenses 0 0 0.0%
IP Console Active 0 0 0.0% 125
Licenses N
HTML Applications 0 5 0.0%
Licenses .
ru\ll-dewce Suite 0 0 0.0% 100
icenses
Compression Licenses 0 0 0.0% ¥
FAX Over IP (T.38) 0 0 00%
Licenses 75
50
25
0
Apr 2 Apr3 Apr 4 Apr 5 Apr 6 Apr7 Apr 8

To toggle, hide, or show the license consumption by license type, click the license name in the graph
legend. This is useful in viewing license consumption by MiVoice Business over time.
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MIVOICE BUSINESS PROCESSES TABLE

This panel is displayed for MiVoice Business release 7.0 and higher. The panel displays the MiVoice
Business internal process status and resource utilization.

Processes

Process Name CPU Memory Tasks Silos ProcSTAT

kernel 0.20% 7.70% 1" 11 RSPD
appStartup 0.10% 1.20% 41 10 ..PD
DataServices 0.00% 0.10% 21 2 P
ManagementLayer 0.00% 9.00% 47 49 R.PD
Javalayer 44.40% 16.80% 50 65 ..PD
MIPSServiceProvider  0.00% 0.00% 1 1]..PD
CallEngineLayer 2.50% 8.70% 36 3 .SPD
ServiceLayer 1.70% 3.80% 55 45 ..PD
NetworkServiceLayer  0.20% 0.60% 14 13 ..PD
AdaptationLayer 0.10% 1.20% 45 22|..PD
CallControlServices 0.00% 0.10% 4 2 .PD

The panel shows the following information for MiVoice Business processes:

« Task name
o Task % CPU utilization
« Task % memory utilization
o Number of tasks within the process
« Number of silos within the process
« Task summary: process contains tasks with the following status:
o R=ready
o S=suspended
« P=pending
« D=delayed

MIVOICE BUSINESS SIP TRUNK UTILIZATION PANEL
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The SIP Trunk Utilization panel for MiVoice Business shows the performance of all SIP profiles in
the MiVoice Business. There are two areas in the SIP Trunk Utilization panel: Call Rate and SIP
Profile Trunk Utilization. Note that the MiVoice Business SIP trunk utilization data applies only to
SIP trunks. Digital trunk utilization is reported on a different panel. See "MiVoice Business Trunk
Utilization Panel" on page 246.



MiVoice Business SIP Trunk Utilization Panel

SIP Trunk Utilization £
Year Month Viesk .._.\.l'r | Hesur
Calls Per Hour Across All Prﬁle‘s

Inbound I Outbound I Busy Outbound
2000 CPH

12 pm & pm May 12 & am
Maximum Utilization per Profile

12 pm & pm May 12 & am

B Carrier-v [ Carrier-P

The trunk utilization metrics allow analysis of trunk capacity for actual traffic on the MiVoice
Business. High numbers of busy outbound call attempts indicate that the trunk group is too small for
the offered traffic. Low utilization shows that there is excess trunk capacity.

CALL RATE MIVOICE BUSINESS SIP TRUNKS

The Call Rate area shows the call rate for all SIP profiles in the system in 1-hour intervals (CPH).
The area shows a stacked bar chart of:

« Inbound call rate (in dark green)
« Outbound call rate (in light green)
« Outbound busy call rate (in red)

Click the graphic legend labels (Inbound, Outbound, or Busy Outbound) to display or hide a set of
data.

To convert to the number of call events per 15-minute interval, divide the hourly call rates by 4.

SIP PROFILE TRUNKUTILIZATION

SIP Profile Trunk Utilization area shows trunk utilization per SIP profile.

Utilization is defined as the maximum number of trunks in use per SIP profile (high water mark),
expressed as a percentage of the number of trunks in each SIP profile.
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SIP profiles are identified by their name.

INDIVIDUAL SIP PROFILE TRUNKMETRICS

The expanded view provides more detailed, individual SIP profile metrics. Traffic usage is expressed
in CCS (hundred call seconds). Note that 1 Erlang = 36 CCS.

Available metrics are:

« Inbound, outbound and outbound busy call rates (calls per hour)
o Maximum number of trunks used (number)

Vear | o | et [ 2oy | o] [ camiors] e

Profile Calls Per Hour @ Inbound B Outbound B Busy Outbound

1250 CPH

12 pm 2pm 4pm 6 pm 8pm 10 pm May 12 2am 4am 6am 8am 10am
Profile Maximum Utilization B Trunks Used Trunks Available

20

12 pm 2 pm 4pm 6 pm s pm 10 pm May 12 2am 4am 6am §am 10am

MIVOICE BUSINESS TRUNK UTILIZATION PANEL
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The Trunk Utilization panel for MiVoice Business shows the performance of all digital trunk groups
in the MiVoice Business / 3300 ICP System. There are two areas in the Trunk Utilization panel:
Call Rate and Trunk Group Utilization. Note that the MiVoice Business/3300 ICP trunk utilization
data applies only to digital trunks. SIP trunk utilization is reported on a different panel. See "MiVoice
Business SIP Trunk Utilization Panel" on page 244.



MiVoice Business Trunk Utilization Panel

Trunk Utilization &
Year Month  Week Hour

Calls Per Hour Across All Trunk Groups
inbound M Outbound W Busy Outbound

2000 CPH

6 pm Jun 24 6 am 12 pm

Maximum Utilization per Trunk Group

S0%
A A 25%
-
0%
& pm Jun 24 6 am 12 pm

B Eug Wuz Here(11) [ Otto to Dot(12) [ (13) B Otto to Dot(10)

The trunk utilization metrics allow analysis of trunk capacity for actual traffic on the MiVoice
Business/ 3300 ICP. High numbers of busy outbound call attempts indicate that the trunk group is
too small for the offered traffic. Low utilization shows that there is excess trunk capacity.

CALL RATE MIVOICE BUSINESS TRUNKS

The Call Rate area shows the call rate for all trunk group calls in the system in 1-hour intervals
(CPH). The area shows a stacked bar chart of:

« Inbound call rate (in dark green)
« Outbound call rate (in light green)
« Outbound busy call rate (in red)

Click the graphic legend labels (Inbound, Outbound, or Busy Outbound) to display or hide a set of
data.

To convert to the number of call events per 15-minute interval, divide the hourly call rates by 4.

TRUNK GROUP UTILIZATION

The Trunk Group Utilization area shows trunk utilization per trunk group.

Utilization is defined as the maximum number of trunks in use per trunk group (high water mark),
expressed as a percentage of the number of trunks in each trunk group.
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Trunk groups are identified by trunk group number and by trunk group label (if available).

INDIVIDUAL TRUNK GROUP METRICS

The expanded view provides more detailed, individual trunk group metrics. Traffic usage is
expressed in CCS (hundred call seconds). Note that 1 Erlang = 36 CCS.

Available metrics are:

« Inbound, outbound and outbound busy call rates (calls per hour)
o Outbound and outbound traffic (CCS)
o Maximum number of trunks used (number)

Year | Month | Week Hour

Trunk Group Calls Per Hour 8 inbound @ Outbound M Busy Outbound

1000 CPH

3 pm 6 pm 9pm Apr 29 3am 6 am S9am 12 pm
Trunk Group Traffic Usage (CCS) 8 Inbound B Qutbound

3 pm 6 pm 9 pm Apr 29 3am 6 am 9am 12 pm
Trunk Group Maximum Utilization BB Trunks Used Trunks Available

B

IS

3 pm 6 pm 9 pm Apr 29 3am 6 am 9am 12 pm

MIVOICE MX-ONE EXTENSION AND TERMINAL
REGISTRATION PANEL

Mitel Performance Analytics supports inventory monitoring for the extensions and terminals that are
registered with a MiVoice MX-ONE.
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MiVoice MX-ONE Gateway Utilization Panel

Extension and Terminal Registration

Year | Month | Week Hour

4 pm B pm May 16 4 am 8 am

M Registered Extensions B Registered Terminals

Click the graphic legend labels (Registered Extensions or Registered Terminals) to display or
hide a set of data.

EXPANDED VIEW MX-ONE EXTENSION AND TERMINAL
REGISTRATION

Inits expanded view, the Extension and Terminal Registration panel displays the results of an
MiVoice MX-ONE Extensions query. See "Inventory Queries" on page 79 for details.

MIVOICE MX-ONE GATEWAY UTILIZATION PANEL

The Gateway Utilization panel for MiVoice MX-ONE shows the performance of all configured IP
(digitial) and legacy (analog) sets in the MiVoice MX-ONE. You can selectively display the data from
either IP sets or legacy sets, or both.

There are two areas in the Gateway Utilization panel: Call per Hour Across All Gateways and
Maximum Utilization.

Gateway Utilization
Year | Month | Week Hour

Calls Per Hour Across All Gateways
W psetCalls M IPSet Congested Calls M Legacy Set Calls

100 CPH

50 CPH

0 CPH

3 pm & pm 9 pm Apr 21 3am & am 9am

Maximum Utilization
W IP Sets Maximum Utilization [l Legacy Set Maximum Uﬁlizﬂtm?%

3 pm & pm 9 pm Apr 21
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CALL PERHOUR ACROSS ALL GATEWAYS

The Call per Hour Across All Gateways area shows the call rate for all sets in the systemin 1-
hour intervals (CPH). The area shows a stacked bar chart of:

« |IP set call rate (in dark gray)
« |IP set congested call rate (in dark green)
« Legacy set call rate (in brown)

Click the graphic legend labels (IP Set Calls, IP Set Congested Calls, or Legacy Set Calls) to
display or hide a set of data.

To convert to the number of call events per 15-minute interval, divide the hourly call rates by 4.

MAXIMUM UTILIZATION

The Maximum Utilization area shows the maximum utilization for IP sets and legacy sets.

Utilization is defined as the number Erlangs divided by the number of sets in use.

DETAILED METRICS

The expanded view provides more detailed metrics:
« Call rate for all gateways (calls per hour)
« Gateways and blocked gateways (number)
« Maximum, minimum and average gateway utilization

W B et G, gy e Gt

B B et Dy Wbt Gy ey s Wi

B B ormimn B oty B gy o g B gy iy 9 gy s e

=

MIVOICE MX-ONE KEY ATTRIBUTE PORT LICENSES
PANEL

The MiVoice MX-ONE Key Attribute Port Licenses panel displays a list of the different types of
MiVoice MX-ONE port attribute licenses on the device along with how many are now in use.
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MiVoice MX-ONE Key Attribute System Licenses Panel

License types are highlighted to indicate utilization levels.

The following is a typical panel.

Key Attribute Port Licenses

License Type Used Total % Used =+
Alarm Interface 1000 0.0%
Call Metering 1000 0.0%
Emergency Notificati 1000 0.0% |=
G729 Codec 1000 0.0%
Mfc 1000 0.0%
Mgr Prov User 1000 0.0% —
Music On Hold 1000 0.0%
Redundancy Call 1000 0.0%
Proc
Telanhnnw Saner 1000 nnes ~

See also "Licenses Panel" on page 232.

MIVOICE MX-ONE KEY ATTRIBUTE SYSTEM LICENSES
PANEL

The MiVoice MX-ONE Key Attribute System Licenses panel displays a list of the different types of
MiVoice MX-ONE system attribute licenses found on the device and whether they are enabled or
not.

The following is a typical panel.

Key Attribute System Licenses

Key Value
Mgr Prov System yes
MNetwork Redundancy yes
Redundancy yes

See also "Licenses Panel" on page 232.

MIVOICE MX-ONE PORT LICENSES PANEL

The MiVoice MX-ONE Port Licenses panel displays a list of the different types of MiVoice MX-ONE
port licenses found on the device along with how many are currently in use.

License types are highlighted to indicate utilization levels.
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The following is a typical panel.

Port Licenses ¢
License Type Used Total % Used =
3rd Party Sip Ex 230 1000 23.0%
Acd Agent 0 1000 0.0%
Additional Sip Dewi 567 1000 56.7%
Alert Ring Signal 0 1000 0.0%
Amc User 90 1000 9.0%
Analogue Ex 4 1000 0.4%
Base Station Dect 0 1000 0.0%
Blustar Server 0 1000 0.0%
Bsc Client 356 1000 35.6% Il

See also "Licenses Panel" on page 232.

MIVOICE MX-ONE ROUTE UTILIZATION PANEL

The Route Utilization panel for MiVoice MX-ONE shows the performance of all configured routes in
the MiVoice MX-ONE. There are two areas in the Route Utilization panel: Call Rate and Maximum
Utilization per Route.

Route Utilization 7 ¢
Year | Month | Week Hour

Calls Per Hour Across All Routes

M inbound M Outbound [l Overflow

12 pm b pm May 18 6 am

imum Utilization per Route

0%

12 pm & pm May 18 6 am
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MiVoice MX-ONE Route Utilization Panel

The route utilization metrics allow analysis of route capacity for actual traffic on the MiVoice MX-
ONE. High numbers of busy outbound call attempts indicate that the route is too small for the offered
traffic. Low utilization shows that there is excess route capacity.

CALL RATE MX-ONE ROUTE UTILIZATION

The Call Rate area shows the call rate for all routes in the system in 1-hour intervals (CPH). The
area shows a stacked bar chart of:

« Inbound call rate (in dark gray)

« Outbound call rate (in dark green)
« Overflow call rate (in brown)

o Congested call rate (in yellow)

Click the graphic legend labels (Inbound, Outbound, Overflow, or Congested) to display or hide a
set of data.

To convert to the number of call events per 15-minute interval, divide the hourly call rates by 4.

MAXIMUM UTILIZATION PER ROUTE

The Maximum Utilization per Route area shows utilization per route.
Utilization is defined as the number Erlangs divided by the number of channels in use per route.

Routes are identified by their route ID.

INDIVIDUAL ROUTE METRICS

The expanded view provides more detailed, individual route metrics. Individual routes are listed to
the left. Selecting a route displays its data on the right.

Available metrics are:

« Inbound, outbound, overflow, and congested call rates (calls per hour)
« Maximum, minimum, and average route utilization (number)

| Cvear | o | ek [0y ] our
Route

oute #: 1
Type: TL66 Route Calls Per Hour Inbound [ Outbound Ml Overflow | Congested

s
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MIVOICE MX-ONE SYSTEM LICENSES PANEL

The MiVoice MX-ONE System Licenses panel displays a list of the different types of MiVoice MX-
ONE system licenses found on the device and whether they are enabled or not.

The following is a typical panel.

System Licenses
Key Value n
Amc Encryption yes
Automatic Registration yes
Basic Hosting no 3
Disa Number yes
Emergency Matification yes
Feature Based no
Hir Redundancy yes
Hospitality Application yes
Inter Gateway Routing yes
License File yes i

See also "Licenses Panel" on page 232.

MIVOICE OFFICE 250 SYSTEM ACCESS PANEL

The MiVoice Office 250 System Access panel provides access to various Mitel System
Administration and Diagnostics functions.

System Access

Remote Access Message Print

Web Portal

Connect o
Web Manager

System Administration & Diagnostics

Connect o
IP: mw5-init.marwatch.net
Listening Port: 50005
REMOTE ACCESS TAB

Refer to "Connecting to a MiVoice Office 250" on page 189.

MESSAGE PRINT TAB

The Message Print tab provides access to the MiVoice Office 250 call processing Message Print
logs.
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Network Tools Panel

The tab shows the most recent log messages received by the system. To update the message list
press the Update button.

For more information about message print messages, refer to the Mitel Message Print Diagnostics
Manual.

NETWORK TOOLS PANEL

The Network Tools panel provides several tools for basic network troubleshooting. The tools are
executed through Mitel Remote Access on the customer network where the Probe is installed.

When applicable, it is available under the Tools icon of the dashboard. The following is an example
for a Probe:

/A Alarm Queries

i Auditilog
x Connectivity

Log Ticket (#)

<® Mib Browser

H Probe Configuration
i Reports

G) Scheduler Results

l|| Status

Threshold Queries

PING TOOL

This tool is used to check for the presence of an active connection on the customer network. To test
if a host can be reached on the network, enter its hostname or IP address in the text field. Then, click
the Ping button to get your result.

You can optionally specify the Type of Service (ToS) setting for the Ping packets to better mimic real

VolP traffic. The ToS setting ranges from 0 (Best Effort) to 184 (High Priority). The default is O (Best
Effort).

The Ping tool includes response time for insight into latency and network congestion.
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QDDQ|B com Fing High F'I'iDI'iI}' (1... Trace Route MTR | | iffop || DM5 Loockup Clear
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Minimum = 4ms,

TRACE ROUTE TOOL

This tool includes response time for insight into latency and network congestion.

To determine the response time, type the destination hostname or IP address in the text field. Then,
click the Trace Route button to plot the path taken to reach the host.

gOOglE.COﬂ"I Fing | | Trace Route MTR | | ifTop DN5 Lookup Clear

*
*
*
*
*
*
*
*
*
*
*
*

¥ Ok ok & K ¥ ¥ ¥ ¥ ¥ K F
EOE E kR B ® E E F E
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New Alarm Rate Panel

MTRTOOL

This tool combines Ping and Trace Route for greater insight into delays, location of packet loss, and
average time from point to point.

173.194.113.87 Stop | | Clear

IFTOP TOOL

The ifTop tool displays all traffic visible at the probe.

P Address or Hostnam Stop | | Clear

.compute-

DNS LOOKUP TOOL

This tool is used to determine the IP address of a host on the network. Type the host name or the
domain name in the text field. Then, click the DNS Lookup button to retrieve the IP address of the
host or domain name.

NEW ALARM RATE PANEL

The New Alarm Rate panel shows the rate of alarm generation. Views may be selected by Hour,
Day, Week, and Year. Note that if there are few alarms they may not be visible if the time scale is
set to the yearly view. In the following example, the small blip of red at the bottom indicates that
there are relatively few critical alarms during the indicated week view.
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MNew Alarm R ?

Year | Mofith Dak » Critical | 07:00 February 10, 2012
150/hr
100/hr
s0/hr

— o/hr
Feb 4 Feb 5 Feb & Feb 7 ] Feb 10

ON-DEMAND BACKUP PANEL

Use the On Demand Backup panel to do on-demand backups of MiVoice Business and MiVoice
MX-ONE devices. See "On-Demand Backups" on page 168.

PING TIME PANEL

The Ping Time panel displays the round trip time for an ICMP ping packet sent from the Mitel
Performance Analytics server or Probe to the monitored device. For an on-net device, this time is
recorded from the Mitel Performance Analytics server to a remote device. For an off-net device, this
time is recorded from the Probe because it monitors the device.

Ping time is displayed in milliseconds. Mitel Performance Analytics sends an ICMP ping to the
monitored device at regular intervals, typically every five minute (3,600 seconds). Ping time is used
to monitor:

« P availability: the monitored device can be reached from the Mitel Performance Analytics
server
« Device responsiveness: the monitored device must actively respond to each ping message

« Delay: ping time is an estimate of the round-trip delay from the Mitel Performance Analytics
server to the monitored device

Ping Time
Year | Month || W Day | Hour [ ] Latency
1.5ms
m
Oms
Apr 14 Apr 16 Apr 18 Apr 20
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Port Forwards Panel

PORT FORWARDS PANEL

The Port Forwards panel allows you to create a remote access session to a device.

Port Forwards

OneDellUPS + || HTTPS -

Created Server Port Remote Host Remote Port Link Close 2

219:33PM 50007 OneCiscoSwitch? 443 Open
2:20:08 PM 50009 OneDellUPS 443 Open

On the device dashboard of a Probe, the Port Forwards panel allows you to select the device or IP
address to create a session to. From a Probe dashboard, you can reach any device monitored by the
Probe.

On all other device dashboards, the panel allows you to pick the protocol to use. By default, you can
create a session only to the particular device of that device dashboard.

For details, see "Mitel Performance Analytics Remote Access" on page 182.

PROBE CONFIGURATION PANEL

The Probe Configuraton panel provides software download and custom URLs for Probe
installation. It also provides the Probe Restart button.

Note: The Probe Restart button is used under some troubleshooting circumstances. Do use this
function without first consulting Technical Support.

To access this panel you need the Probe Installer privilege. The panel is available under the Tools
icon of the Probe dashboard:

A Alarm Queries

il Audit Log

7.:: Connectivity

Ticket ®

i tog
@ Mib Browser

& Network Tools

: Probe Configuration

i Reports
(©) scheduler Results

l|| Status

Threshold Queries

The following is a typical Probe Configuration panel:
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Windows Linux MS5L Blade Virtual Appliance

Step 1: Download the MarProbe Windows Installer.
Step 2: Run the provided MSI to install the MarProbe software.
Note: Ensure you have administrative rights on your current user (under User Accounts).
Step 3: Provide the following URL to the installer:
https://Probe-fe7.2675a-1e5d-43be -8f75-33a28¢ ¢ ¢ beB82: Y WSV Giiuhjvsy ZQ D@mwS-init. marwate h.net/c entralirest/devic es/fe 7267 5a-1e5d-43be -8f75-33a28c cc beB2/

Copy URL Probe Restart

Each tab contains instructions to download the installation files for a Probe for that platform. For
details, refer to "Probe Installation" on page 193.

PROBE CONNECTIVITY PANEL

The Probe Connectivity panel allows you to verify that the Probe can establish connections to the
devices it is configured to monitor.

The Probe Connectivity panel is available under the Tools icon of the Probe dashboard:

[\ Alarm Queries

il AuditLog

i= Log Ticket @

@ Mib Browser

< Network Tools

H Probe Configuration
E Reports

G) Scheduler Results

I|| Status

Threshold Queries

For details, refer to "Probe Device Connectivity Check" on page 215.

PROBE JVM PANEL

This panel is only displayed if the Collect JVM Stats option has been selected on the Probe settings

sheet and is intended for debugging purposes. The Probe JVM panel is accessed under the Tools
icon on the Probe dashboard.

PROBE STATUS PANEL

This panel is only displayed if the Collect Probe Status option has been selected on the Probe

settings sheet and is intended for debugging purposes. The Probe Status panel is accessed under
the Tools icon on the Probe dashboard.
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Processes Panel

Component Message
ProbeConfig Added: 8 Removed: 0 Updated: 0 LoadFail: 0

CheckForUpgrade Last Modified- Mon Mar 30 21:33:10 UTC 2015

CollectorManager Collecting 9 devices with 42 Collectors

BuferingRemeteRidUsdater 0 a5 ennal orore_ 0. PN 3. oty beor
MCDMiXMLCollector Collecting for 4 MCDs

MBGCollector Collecting VQ for 1 MBGs

ThreadPoolSNMPTaskRunner  Running 61 tasks., 0.15 Tasks/Second

SNMPTrapReceiver Listening on port 162

FixedThreadPoolPingTaskRunner Pinging § devices with 5 threads.

PROCESSES PANEL

The Processes panel displays information on all of the software processes running on the monitored
device, including:

« Process name
« CPU utilization
« Memory allocated to the process

The following is a typical Processes panel.

Processes

Process Name CPU Memory s
System ldle Process 96.44% 24 KB |_
System 0.01%  208KB|
SmMss.exe 0.00% 488 KB
svchost.exe 1.31% 736.52 MB
CSIS5.eXe 0.00% 4.59 MB
wininit.exe 0.00% 1.33 MB
winlogon.exe 0.00% 145 MB
Senices.exs 0.00% 5.93MB
Isass.exe 0.04% 6.51 MB
Ism.exe 0.00% 318 MB -

Note that there can be a very large number of processes running on a server. The Processes panel
aggregates processes with the same name. For example, multiple instances of Apache would be
shown as a single Apache process. You can sort the panel columns to identify heavy CPU and
memory processes.

REMOTE ACCESS RPC PANEL

This panel is available for Probes only. It displays information about the Probe and Remote
Procedure Call (RPC) Channels currently being used through remote access. This panel also allows
the creation and testing of RPC Channels to devices on the network.

RPC OVERVIEW TAB

This tab shows the following information:

« Status: Displays whether remote access is available or unavailable
« Connection Time: Displays the day and time remote access was initiated
« Connection Duration: Display the up-time of the remote connection
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« RPC Channels: Displays number of RPC channels open

Remote Access RPC

| Owerview | RPC Channels {0} Refresh

Status: &

Connection Time: Sun 11:40 PM
Connection Duration: 14h 30m
RPC Channels: 0

Reset Connection

RPC CHANNELS TAB

This tab shows how many Remote Procedure Call (RPC) channels are currently open. Network
Tools use RPC channels to perform Trace Route, Ping, and DNS look ups.

Remote Access RPC

Crverview | RPC Channels {1} | Refresh
Client Created Idle Time Traffic Close o
207.35.173.122  2:13:02 PM 0s 81B

’ Create Test Channel ][ Test la?

You can also create a test channel to check if Remote Access functions correctly. This can be done
by clicking the Create Test Channel button and then the Test button.

ROUTING TABLE PANEL

This panel is available for monitored Router devices. It displays the device’s routing table.

Routing Table

Destination Netmask Gateway Type Protocol
10.0.2.0 255.265.255.0  192.168.218.95 indirect local
10.0.3.0 2552552550 10.0.3.10 direct local
10.0.4.0 26626552550 10.0.3.11 indirect  local

192.168.218.0 255.255.255.0 192.168.218.94  direct local

SDS ERROR RATE PANEL

This panel is displays the rate at which System Data Synchronization (SDS) errors was detected by
a MiVoice Business operating as part of a cluster.

SERVICE SETS PANEL

This panel shows a list of monitored services and their status. This panel is available for the
following devices types: MX-ONE Application Server, MiVoice Call Recording, MiContact Center
Business, Generic Server, Red Box Call Recorder, and InnLine Voice Mail.
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Service Sets Panel

Services are grouped into Service Sets and are presented in Service Set Views. Mitel Performance
Analytics provides Service Sets for each supported device based on the expected services for that
device type:

« Most device types have a single Service Set.

« The MX-ONE Application Server can have up to four Service Sets depending on your
configuration choices: ACS Media Server Services, CMG Services, inAttend Services,
and MiCollab AM Services. See "Configuring Mitel Performance Analytics for MX-

ONE Application Server" on page 119.

« The MiContact Center Business can have up to four Service Sets depending on your
configuration choices. See "Configuring Mitel Performance Analytics for Mitel Contact Center
Business" on page 138.

Mitel Performance Analytics provides a default Service Set View for each supported device type
except for the Generic Server. For the Generic Server, you must create an initial Service Set View
based on its default All Services Service Set.

You can create, save and share your own custom Service Sets and Service Set Views by expanding
the panel. Custom Service Set Views can contain only one Service Set.

SERVICE SETS SUMMARY VIEW

The following is a typical summary view showing of a MiContact Center Business showing the
default Remote Server Service Set.

Service Sets
Service Name Status Last Status Change
4 Remote Server

Mon 11:23 AM

&,

prairieFyre Collector Service (v5)

Mon 11:23 AM

&

prairieFyre MiTAl Proxy Server

Mon 11:23 AM

&

praireFyre Server Monitoring Agent

Mon 11:23 AM

&,

prairieFyre Wallboarder

prairieFyre Updater Service Mon 11:23 AM

praineFyre MiAudic Emulation Server L ] Mon 11:23 AM

The Service Sets panel uses the following status icons:

ICON COLOR MEANING
® Red The se_rwce is required and either is not installed or not
operating.
The service is not required. The service is not installed
o Blue ;
or not operating.
aF Green The service is functioning properly.
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SERVICE SETS EXPANDED VIEW

To manage Service Set Views, click on the Expand icon on the top right hand comer of the panel.

Current Service Set View Select Service Set View

Service Set View Name: MiContactCenter Service Set View: v

Select || Edit || Delete

Service Name Status | Last Status Change
4 Remote Server . .
Create/Edit Service Set View
prairieFyre Collector Service (v5) 7 Mon 11:23 AM
prairieFyre MiTAI Proxy Server a7 Mon 11:23 AM Service Set View Name: save
prairieFyre Server Monitoring . -
Agent
prairieFyre Wallboarder 4 Mon 11:23 AM All Services: Services Selected for Service Set:
prairieFyre Updater Service ° Mon 11:23 AM Service Name 4 Service Name 4
iAudi i Application Host Helper Service
psvamerre MiAudic Emulation o Mon 11-23 AM ppl p
S Background Intelligent Transfer Service
Message Queuing 7 Mon 11:23 AM

Base Filtering Engine
Cerificate Propagation

COM+ Event System

COM+ System Application
Cryptographic Services

DCOM Server Process Launcher

Desktop Window Manager Session Manager

The left side of the expanded view shows the Service Set View and Service Set currently displayed
in the panel summary view. The right side allows you to select and create Service Set Views.

A Service Set View is owned by the user who created it. Only that user can modify or delete it.
Views are associated with the container where the owner logs in. Views are shared with anyone who
can access that container or any subcontainer.

CREATING A CUSTOM SERVICE SET AND SERVICE SET
VIEW

Use the Create/Edit Service Set View area to the right of the expanded panel.

Create/Edit Service Set View

Service Set View Name:

All Services:
Service Name a
Application Host Helper Service
Background Intelligent Transfer Service
Base Filtering Engine
Certificate Propagation
COM+ Event System
COM+ System Application
Cryptographic Services
DCOM Server Process Launcher

Desktop Window Manager Session Manager

Save

Services Selected for Service Set:

Service Name &
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Custom Service Set Views can contain only one Service Set.

Do the following steps:

1. Enter the name of the new Service Set View.

2. Select the services to include in the new Service Set from the left list. Use click, shift-click,
and ctrl-shift-click as required.

3. Move the selected services to the right list.

4. Click Save.
The Service Set panel displays the new Service Set View and the new Service Set.

CHANGING THE SERVICE SET VIEW IN USE

Use the Select Service Set View area in the top right of the expanded panel.

Select Service Set View

Service Set View: v || Select | Edit || Delete

Do the following steps:

1. Choose a Service Set View from the dropdown list.

2. Click Select.
The Service Set panel displays the new Service Set View.

EDITING ASERVICE SET VIEW

Use the Select Service Set View area in to top right of the expanded panel to select the Service Set
View and the Create/Edit Service Set View area to modify it.

Only the owner of a Service Set View can edit it. You cannot edit the default Service Set Views. You
can create your own Service Set View based on one of the default views.

Do the following steps:

1. Choose the Service Set View you want to modify from the dropdown list.

2. Click Edit.
The bottom Service Set panel displays the Service Set of the selected Service Set View.

3. Modify the services in the Service Set as required. Use click, shift-click, and ctrl-shift-click as
required to select the services. Move them from either list as required.

4. Click Save.
The Service Set panel displays the newly modified Service Set View and Service Set.

DELETING A SERVICE SET VIEW IN USE
Use the Select Service Set View area in the top right of the expanded panel.
Only the owner of a Service Set View can delete it. You cannot delete default Service Set Views.

Do the following steps:

1. Choose the Service Set View from the dropdown list.
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2. Click Delete.

3. When asked, confirm your intent.
The Service Set View and associated Service Set are deleted.

SYSTEM CONFIGURATION PANEL

266

Use this panel to:
« Register your Mitel Performance Analytics system and enter a license ID for each customer
to automate all tasks related to licensing
« Update or correct SMTP server settings used by Mitel Performance Analytics to:
« Send email notification of alarms
« Send forgotten password reset links by email
« Deliver scheduled reports by email
« Configure a Twitter account to receive Twitter notification of alarms
« Configure a Twilio SMS account to receive SMS notifications of alarms
« Supply a MapQuest Consumer key to enable dashboard maps and map coordinate lookup
from street addresses

Access to this panel is restricted to users with System Admin privileges.

£+ System Configuration

Registration System Registration

SMTP Server Choose Online or Offline Licensing

Tl + ONLINE Licensing: The system automatically
witter

generates licenses based on the needs of
your organization, by collecting inventory
data on your network.

« OFFLINE Licensing: To apply licenses to your
network, you'll be required to send an
inventory for each new set of licenses, in
order for the system to retrieve the licenses.

Twilio SMS

MapQuest Maps AP

Enter the email address of your organization's
Support contact for the MPA system. An email will
go to this address with a passphrase that will be
required to complete system registration. This email
address may also receive periodic notifications of
system updates and added functionality.

Email
Address:

Licensing Doffine Licensin
Options: - 9

@0nline Licensing




Uninterruptible Power Supply Panels

UNINTERRUPTIBLE POWER SUPPLY PANELS

The dashboard for UPS devices has a series of panels that provide current and historical information
on alarms and performance of the UPS device. These panels are unique to UPS devices.

BATTERY RUN TIME REMAINING PANEL

This panel provides an estimate of the battery life of the UPS under current load conditions. In the
previous example, the UPS is charging the battery and therefore the expected battery life under load

is increasing.
Battery Run Time Remaining 2?2 83
Year | Month | Week | Day B Battery Life

//ﬂ
1.5 hours
1 hours

0.5 hours

0 hours

i am 10:50 am 11:00 am 11:10 am 11:20 am 11:30 am

INPUT AND OUTPUT LINE VOLTAGE PANEL

This panel displays information on the voltage range at the UPS input and the UPS output voltage.
The input voltage range covers a one minute period, sampled at five minute intervals.

Input & Output Line Voltages 283
Year | Month | Week | Day B input Min 8 Input Input Max @ Output
130V
——
120V
110V
100V
90V
a0 am 10:50 am 11-00 am 1110 am 11:20 am 11:30 am

INPUT AND OUTPUT FREQUENCY PANEL

This panel shows the frequencies of the UPS input and output in Hz. If there is no input, the
frequency is 0 Hz.

Errrer—
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LOAD CURRENT PANEL

This panel shows the load current in Amps.
Load Current k=
Year | Month | Week | Day @ Drawn Current

\ 0.6A

0.4A

0.2A

0A

an am 10:50 am 11:00 am 11:10 am 11:20 am 11:30 am
This panel shows the UPS load as a percentage of rated capacity.
Output Load 23
Year | Month | Week | Day @ % Rated Capacity
ﬁ 10%
~—7.5%
5%
2.5%
0%
40 am 10:50 am 11:00 am 11:10 am 11:20 am 11:30am

USER INFORMATION PANEL

The User Information panel is displayed on IPT User dashboards. It provides a tabular summary of
the services that the IPT user has, and the groups they belong. The following is an example.

User Information
Services || Groups
First name: Arthur Department: Misuse of Muggle Artifacts Email: No Email Found
Last name: Weasley Location: London User Comment: No User Comment
Extension Device Type Service Type Home Element Secondary Element
5480 5212 dual mode Full Local_165 Mot assigned

Expand the panel to display additional details.

To enter a free-form comment on the IPT user or their UC services, do the following steps:
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1. Expand the panel.

By default, the Services tab is displayed. The following is an example.

| Services | Groups

First name: Arthur

Last name: Weasley

Department: Misuse of Muggle Arifacts

Location: London

Extension
Device Type
Service Type

Home Element
Secondary Element

Line Type

COS Day
COS Night1
COS Night2

COR Day
COR Night1
COR Night2

Interconnect Number
Tenant Number
Zone Id
Zone Assignment Method

UC Services Comment

Email: No Email Found

User Comment: Enter a comment here

5480
5212 dual mode
Full
Local_165

Mot assigned

Single Line
1
1
1
1
1
1
1
1
1
0
Enter a
comment here

Save Cancel

2. From the Services tab, enter your comments in the provided fields.

3. Click Save.

IPT user comments are visible on the User Information panel summary view and in the MiVoice
Business Users, Services & Sets inventory query.

UC Services comments are visible on the Services tab of the expanded view and in the MiVoice
Business Users, Services & Sets inventory query.

VOICE QUALITY AND SIP VOICE QUALITY PANELS

The Voice Quality panel and the SIP Voice Quality panel provide a graphic view of the quality of

the Voice over IP calls made on the IP communications device being monitored.

The SIP Voice Quality panel for a MiVoice Border Gateway has additional trunk data filter options.
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Voice Quality 2 C

Month | Week Hour M Good Fair Poor [l Bad

20 EPH

AAMALLVIAANA AN

12 pm 4 pm

May 16 4 am & am

Click on the graphic legend labels (Good, Fair, Poor, or Bad) to display or hide a set of data.

RVALUE

Mitel Performance Analytics uses the Extended E-model to estimate the received voice quality for
VoIP calls. The E-model is based on ITU-T Recommendation G.107. The primary output of the E-
model calculations is a scalar quality rating value known as the R value. The R scale ranges from 0
(bad) to a maximum of 129 (excellent). The range for R is 6.5 to 93.4 for narrowband codecs (G.729
and G.711) to a theoretical maximum of 129 for wideband codecs (G722.1).

User satisfaction

Max R G.722.1

Desirable 94 Max R G.711
l 90

80 Max R G.729

Acceptable
Lo

0 recommended

DEFAULT VIEW VOICE QUALITY AND SIP VOICE QUALITY

The default view shows a recent time window with the number of sessions per hour, color coded as
in the previous graphic to indicate R value for a call.

If the quality of a call varies over its duration, the color code is based on the worst R value measured
during the call.

If there are multiple devices reporting voice quality performance to the dashboard, the Voice Quality
panel and the SIP Voice Quality panel combine all of the voice quality information to show
aggregate voice quality.



Voice Quality and SIP Voice Quality Panels

COLOR CODING FORVOICE QUALITY AND SIP VOICE
QUALITY

The voice quality information is color coded to enable rapid identification of trends. Mitel
Performance Analytics uses the following thresholds.

R VALUE

COLOR VOICE QUALITY FROM TO

Green Good 80 93.2
Yellow Adequate 70 80
Orange Poor 60 70

For good quality VolP, the R value should be 80 or better. An R value less than 70 indicates poor
audio quality and less than 60 is generally unusable.

EXPANDED VIEW VOICE QUALITY AND SIP VOICE QUALITY

The expanded view provides more detailed voice quality data. This view shows two graphs as
follows:

o, Wk [y | Gt

M Good Fair Poor Ml Bad

LA AL AR

A

—MaxR —AvgR —MinR

10]

BRIy D

5
4
3
2

1

10am 12pm 2pm 4pm 6 pm 8pm 10 pm May 16 2am 4am 6am 8am

The upper graph shows call rate by voice quality over time, color coded as in the main panel view.

The lower graph shows the range of R values for all calls in five-minute intervals with lines indicating
worst, average and best R value for the five-minute interval.

The average R value is the time average of R value measurements for a call.
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For MiVoice Business, Minet sets and for MiVoice Border Gateway R8 and earlier Minet sets, R
values are reported every 100 seconds and at the end of a call.

For MiVoice Border Gateway R9 and later, R values are reported at 5-second intervals.
Voice Quality Call Filtering

The Voice Quality panel and the SIP Voice Quality panel provide a filtering capability to see VQ
information only for calls from a particular IP subnet, calls to an IP subnet or calls made by an
extension range.

« DN: Directory number such as 3204, orrange such as 32__.

« Source IP: IP Address, or a subnet using CIDR notation.

« Destination IP: IP Address, or a subnet using CIDR notation.

« R Value: Minimum and maximum R values.

After filling out filter options click the search button. The graph changes to reflect only the calls that
meet the filter criteria.

Call filtering applies only when the Voice Quality panel is displayed from a device dashboard; not a
container dashboard.

Voice Quality Data Export

The export button generates a .csv file containing voice quality information about individual calls,
based on the time range selected and selected filter options. The .csv file contains the directory
number, start time, call length, R-Factor, IP addresses, codec, delay, jitter, and packet loss.

MIVOICE BORDER GATEWAY OPTIONS

When appearing on the dashboard of a MiVoice Border Gateway, the SIP Voice Quality panel has a
Teleworker or SIP Trunk button allowing you to select the type of trunk to display Voice Quality
data. If you select SIP Trunk, additional buttons let you show or hide selected data: Near End, Far
End, LAN, or WAN. Individual trunks are identified at the bottom of the panel. Click on a trunk name
to show or hide the data for that trunk.

As well, the expanded view lists the available trunks. Selecting a single or multiple trunks displays
the related data.

DETAILED VOICE QUALITY INFORMATION

To display detailed voice quality records, click on the R value range graph. The system displays
details of all calls made in a one-hour interval around the time on which you clicked. This information
may take some time to display if the number of calls is high.

The system shows the received voice quality by call with directory number, start time, call length,
minimum, average and maximum R-Factor, IP addresses, codec, delay, jitter, and packet loss.

The system uses color highlighting to indicate good, poor and bad voice quality, and highlights likely
contributing factors to abnormal voice quality.
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Voice Quality

Directory
#

5481
5480
5480
5481
5480
5481

5480

5481
5480
5481
5480
5481

5480

Start
Time

12:00 AM

12:00 AM

12:00 AM

12:00 AM

12:01 AM

12:01 AM

12:01 AM

12:01 AM

12:01 AM

12:01 AM

12:01 AM

12:01 AM

12:01 AM

12:02 AM

12:02 AM

12:02 AM

12:02 AM

12:02 AM

12:02 AM

call
Length

R

125 91

1s 92

9s 91

4s 92

4s B6

4s 90

3s 89

Bs 65

11s 39

9s 39

4s 01

1s 62

4s 91

12s 90

1s 62

5s 80

1s 91

13s 90

3s 89

Avg
R

91

92

91

92

86

20

89

o1

91

91

89

Max
R

91

91

91

91

9N

89

IP Source IP Dest

192.168.218.73 192.168.218.119

192.168.218.72 192.168.218.119

192.168.218.72 192.168.218.119

192.168.218.73 182.168.218.119

192.168.218.72 192.168.218.119

192.168.218.73 192.168.218.119

192.168.218.72 192.168.218.119

192.168.218.73 182.168.218.119

192.168.218.72 192.168.218.119

192.168.218.73 192.168.218.119

192.168.218.72 192.168.218.119

192.168.218.73 192.168.218.119

192.168.218.72 182.168.218.119

192.168.218.73 192.168.218.119

192.168.218.72 192.168.218.119

192.168.218.72 182.168.218.119

192.168.218.73 182.168.218.119

192.168.218.73 192.168.218.119

192.168.218.72 192.168.218.119

Codec

G711
(mu-Law)
G
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G1
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)
G711
(mu-Law)

Delay
(ms)

5ms
<ims
5ms
2ms
40ms
<ims
<ims
20ms
<ims
2ms
<ims
5ms
2ms
<ims
2ms
<1ims
25ms
7ms

22ms

Avg Jitter
(ms)

12ms
12ms
14ms
Mms
26ms
27Tms
29ms
26ms
41ms
37ms
14ms
17ms
18ms
22ms
1ms
21ms
17ms
20ms

17ms

Max Jitter
(ms)

141ms
63ms

102ms
65ms

305ms
221ms
315ms
686ms

2s

50ms
138ms
189ms
40ms
225ms
54ms
235ms

235ms

20

Packetloss

0.0%

0.0%

0.0%

0.0%

0.0%

0.0%

0.0%

0.0%

0.0%

0.0%

0.0%

0.0%

0.0%

TROUBLESHOOTING VOICE QUALITY ISSUES

A Mitel Performance Analytics user with Remote Access privileges can run Trace Route from an IP
set on a MiVoice Business system. This helps administrators determine possible voice quality
issues. When the test is run, Trace Route executes using the source and destination IP addresses
of a specific call. The Trace Route packets are tagged and marked the same as RTP packets and

are sent on the phone's VLAN.

To run Trace Route for a specific IP call, do the following steps:

1. From a MiVoice Business or MiVoice Border Gateway dashboard, access the Voice Quality
panel. Click on the areas of bad voice quality. The following is an example.
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Source IP: Destination IP: [0.0.0.0/0 | meo ]-[12e ] ple|
B Cood Fair M Poor I Bad
200 CPH

150 CPH

R — Avg R — Min R
Thursday, Ot 22, 14:00 L "

Max R: 92
Awg R: 91 100
Min R: 76
—— T — e 90
80
70
The expanded view is displayed.
Codec Delay (ms)  Avg Jitter (ms)  Max Jitter (ms)  Packetloss %  Test =
G711 (mu-Law)  4ms 2ms 331ms 0.0%
G.711 (mu-Law)  10ms 1ms 70ms 0.0%
G711 (mu-Law)  <1ms <1ms 20ms 0.0% =
G711 (mu-Law)  3ms <1ms 225ms 0.0%
G711 (mu-Law)  <1ms <1ms 10ms 0.0% P
G711 (mu-Law)  4ms <1ms 205ms 0.0%
G711 (mu-Law)  <1ms <1ms 25ms 0.0% PE
G711 (mu-Law)  <1ms <1ms 25ms 0.0% FE
G711 (mu-Law)  <1ms <1ms 20ms 0.0% PE
G711 (mu-Law)  22ms 2ms 250ms 0.0%
G711 (mu-Law)  3ms <1ms 2ms 0.0%
G711 (mu-Law)  2ms 1ms 127ms 0.0%
G711 (mulaw) 242ms  <Ams 356ms 0.0% @
G.711 (mu-Law) <1ms <1ms 20ms 0.0%

2. Fora call with bad voice quality, click the Test icon in the Test column.
The Test column appears only if you have Remote Access privileges. The Test icon appears
only for calls from a MiVoice Business call server.

Clicking the Test icon starts the test and displays the results.
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Maintenance Commands Maintenance Logs Software Logs

Command [TRACERT IPSET 10.0.2.107 TO 10.0.2.7 || Execute Maintenance Command

TRACERTIPSET10.0.2.107 TO 10.0.2.7

Tracing route

from 18.8.2.187

to 18.8.2.7

over a maximum of 38 hops
with timeout set to 168 msec:

7 C

The test status is displayed in the lower left corner of the panel.

To run the test for a different set of IP addresses, update arguments in the Command field and click
the Execute Maintenance Command button. Mitel Performance Analytics allows you to update the
command arguments, but not the command itself.

VOICE QUALITY FOR VOICE OVER IP TECHNICAL
BACKGROUND

Voice quality for Voice over IP is mainly determined by IP network quality and codec.

Mitel Performance Analytics calculates an R value voice quality rating using the ITU-T wideband E-
Model (see ITU-T G.107, G.107.1, and G.113). The R value is based on measurements of the IP
network performance, as follows:

« Total Receive Delay = Codec Delay + Network Delay + Jitter Buffer Delay

« Probability of Packet Loss

« Burst Ratio

o Codec Type

The following tables show how R value is affected by codec type, receive delay, and packet loss.

G.711 s the standard 64 Kbps codec. G.729 is more bandwidth efficient, 8 Kbps, and more tolerant
of packet loss. G.722.1 is a wideband audio codec, 32 Kbps and has a high tolerance for packet
loss.

G.711 R value
Delay ms
0 50 75 100 125 150 175 300

Packet Loss 0.00%
0.25%
0.50%
0.75%
1.00%
1.25%
1.50%
1.75%
2.00%
2.25%
2.50%
2.75%
3.00%

79
75
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G.729 R value
Delay ms
0 50 75 100 125
Packet Loss 0.00%
0.25%
0.50%
0.75%
1.00% 79 79 79 79 79
1.25% 78 78 78 78 78
1.50% 77 77 77 77 77
1.75% 76 76 76 76 76
2.00% 75 75 75 75 75
2.25% 74 74 74 74 74
2.50% 73 73 73 73 73
2.75% 73 73 73 73 72
3.00% 72 72 72 72 72

G.722.1 R value
Delay ms

125 150

Packet Loss 0.00%
0.25%
0.50%
0.75%
1.00%
1.25%
1.50%
1.75%
2.00%
2.25% 77 77 77 76 76 76
2.50% 76 75 75 75 75 74
2.75% 74 74 73 73 73 73
3.00% 73 72 72 72 72 71

R Value and MOS Rating

Mean Opinion Score (MOS) rating can also be used to express perceived audio quality in telephony,
however with the advent of wideband codecs, it is not generally possible to compare performance for
both narrowband and wideband codecs using MOS Ratings.

For your information, the following graphs provide MOS rating conversion for common ranges of R
values, for narrowband codecs only.

R to MOS Conversion
4.5

4.0
15
MO Rating

30

5

20
50.0 55.0 60.0 85.0 T0.0 75.0 80.0 BEO 0.0 95.0 100.0

R Value
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MOS to R Conversion

100.0

R walue
0.0

25 26 27 28 9 30 i1 32 33 34 35 EX 7 38 39 4.0 4.1 42 4.3 4.4 4.5
MOS Rating

WIDESCREEN AND PROBLEM FINDER DASHBOARDS

A widescreen dashboard and a Problem Finder dashboard are available for use in a Network
Operations Center (NOC) or data center. They provide an “at-a-glance” view of the map with filtered
alarms for rapid detection and response. The Problem Finder dashboard is similar to the widescreen
dashboard but has additional panels such as the New Alarm Rate panel and the Voice Quality
panel.

Both the widescreen dashboard and the Problem Finder dashboard are read-only. You cannot
perform configuration changes from them. For both dashboards, you can remain logged in for up to a
year.

To access the widescreen dashboard or the Problem Finder dashboard:

1. Open aWeb browser and access a container regular dashboard.

—72bbctsl 57 44350512 012¢h0ecto2 | @ | | Q search e ¥ A8 =

€ ) D @ nps//mws-initmanwatch.net/dashboard/contsines

00 Mitel |Mitel Performance Analytics

A Guardian /
Q _
I MPA 2.1: Welcome to the latest version of Mitel Performance Analytics.
1 - To Be Nuked 2
4sight Comms
= Agatha R~ ) Rl o P
Aloktainer
Arsenal Alarms
& Bil . . . . =
= Date Message Device Child Grandchild  Status Owner Ticket @
Bradiey's Container .y |
Cwilson 12:34 PM  Probe has not checked in System P New * /2w
E# Common-Parent 12:19 PM | Probe has not checked in. System P Cleared i S
gz:’?;‘arwmm st Wed 11 |Lim 1: Test alarm # 120 MX-ONE ... Reno Offic New * s 2w %
&2 Doug Wed 11 Lim 1: Test alarm # 103 MX-ONE ... Reno Offic New P
East Coast Wed 11, Lim 1: Test alarm # 194 MX-ONE Reno Offic New N
=% EmpiyContainer 5
E Eugene TEST Wed 11 Lim 1: Test alarm # 122 MX-ONE ... Reno Offic New xS 2 mex
Geoff Wed 11... Lim 1: Test alarm # 119 MX-ONE ... Reno Offic New L S
HouseOMcGrath = Wed11.. Lim1: Test alarm # 183 MX-ONE ... Reno Offic New R S
£ License Policy TCs -
LicenseTests.
Lon Lon Ranch Device Status Alarm Severity Device Types
5 MPA 2.1 Demo Are + |
Martello France -
MavericksVBC — &
5 Mitel Spain
Mitel Sweden 7
My Container (
8 NetSolutions Data
New Customer . : Lo &
One Of Each ®
5 Pat_test ® New Alarm Rate
Permanent Testbeds.
RALLY-ZONE L Year | Month | Week Hour
7 Rettamitna 4 i10/1x
Steven -
This is A Container 35 . Oihr
5 Thomas Test A - & B
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2. Note the expanded URL in the browser URL field. In the previous example, the expanded

URL is:

https://mw5-init. marwatch.net/dashboard/container/ ?template=container&container=72bbcf5b-

f5d7-4435-9512-012eb39%eeba2

3. Toaccess the widescreen dashboard, change the syntax of the expanded URL to use
?template=readOnly/bigScreen instead of ?template=container. For the URL from Step 2,

the updated syntax is:

https://mw5-

init. marwatch.net/dashboard/container/?template=readOnly/bigScreen&container=72bbcf5b-

f5d7-4435-9512-012eb39eeba2

In the previous example, only the highlighted section is different than the original URL in

Step 2.

The widescreen dashboard is displayed.

€ @ | hitps:

Alarms
Date Message
12:34 PM Probe has not checked in
1219 PM Probe has not checked in
Wed 11:18 AM | Lim 1: Test alarm # 120
Wed 11:18 AM Lim 1: Test alarm # 103
Wed 11:18 AM Lim 1: Test alarm # 194
Wed 11:18 AM Lim 1: Test alarm # 122
Wed 11:18 AM Lim 1: Test alarm # 119
Wed 11:18 AM Lim 1: Test alarm # 183

Wed 11:18 AM  |Lim 1: Test alarm # 116

2317 [ @ 17 [Ass2 [W 71 [@570) (= 0 [@7a19) (Hide Alarms O

Canada

UNITED
STATES

7

Mexico

Guatemala

muS-init.manwatch.net/dashboard/ container/ftemplate=readOnly/bigScreengcontainer=72bbcf5b

Cuba.

Nicaragua

Costa Rica
Pan:

Device

AM3 | WWenezuela
} G

Colombia

ana
Suriname.

Child

System Probe

M)-ONE 6.1 LIM 1
MX-ONE 6.1 LIM 1
MX-ONE 6.1 LIM 1
MX-ONE 6.1 LIM 1

1LIM 1
M)-ONE 6.1 LIM 1

XONEB1LIM1  Rer

o ~Germany

Czech Républic

France

Hungary Moldova

CroatiaRomania
Serbi

Italy
Spai =
Portugal

Tunisia
Morocco

Algeria
Western
Sahara
Mauritania
Mali Niger
Senogal
Burkina Faso
Tago Nigeria
Ghana
il

erbia
Bulgaria

Greece Turkey

Libya | Egypt

Chad
“¢/ sudan

New
Cleared
New
New
New
New
New
New

New

Status Owner Ticket

I S T S S

wiBa ¥ A =@~
er Than || 1 Weck [] [ &by Alarms | [ My Favorites
Iceland Sweden
Finland
Norway
Estonia
Latvia
Denmark | jthuania
United Kingdom i
Poland

Ukraine

Georgia
Azerbai

Syria
Iraq

Kuvsal

Saudi Arabi

Evitrea Yeme
Djibouti
Ethiopia
Somali
EETAP [ TERMS

© MAPBOX, © OPENSTR!

ks

To access the Problem Finder dashboard,

change the syntax of the expanded URL to use

?template= readOnly/problemFinder instead of ?template=container. For the URL from
Step 2, the updated syntax is:

https://mw5-

init. marwatch.net/dashboard/container/
?template=readOnly/problemFinder&container=72bbcf5b-f5d7-4435-9512-012eb39ee6a2

In the previous example, only the highlighted section is different than the original URL in

Step 2.

The Problem Finder dashboard is displayed.




Widescreen and Problem Finder Dashboards

When you first access Mitel Performance Analytics, you see the dashboard of the top-level or root
container. The dashboard URL may omit some elements required for widescreen or Problem Finder
display. For example, the URL may only be:

https://lyta.marwatch.net/dashboard/container/

If you want to display the root container dashboard in widescreen or Problem Finder format, you
must extend the URL for the root container to show all the required elements.

To display a root container in widescreen or Problem Finder format:

1. Access Mitel Performance Analytics.
The URL of the root container omits some elements; for example:
https://lyta.marwatch.net/dashboard/container/

2. Navigate to any subcontainer.
The dashboard URL is populated with additional elements; for example:

https://lyta.marwatch.net/dashboard/container/?template=container&container=a42022ea-ca25-
40b4-bd4e-109d05169ae3

€ | () @ fps /lyts.marwatch.net/dashboard/container/ *template=contsinerficon tainer=at2022ea-ca25-40b4- bkl e-109d051605

& [ seorcr e ¥ A0 =@

(B2 Mltel ‘ Mitel Performance Analytics

# Lyta Local /| i East Coast Office /

3. Return to the root container by selecting it from the breadcrumps at the top of the dashboard.

> Mltel | Mitel Performance Analytics

Y = East Coast Office /

4. The dashboard URL is populated with the root container URL with all required elements; for
example:

https://lyta.marwatch.net/dashboard/container/ ?template=container&container=fba869f0-1c 18-
4af5-a359-cf0508229a8¢

€

@< Quttps://lyta.marwatch.net/dashboard/container/’ 1 ontainerBicont 1 1c18-4af5-2359-cf0508229a8 Search B & & 8 =@
—_—

(B Mltel ‘ Mitel Performance Analytics

# Lyta Local /

5. Update the URL to use ?template=readOnly/bigScreen or
?template=readOnly/problemFinder as needed and as described previously.
For example, to display the widescreen dashboard, change the URL from Step 4 to:

https://lyta.marwatch.net/dashboard/container/
?template=readOnly/bigScreen&container=fba869f0-1c18-4af5-a359-cf0508229a8c

In the previous example, only the highlighted section is different than the original URL in
Step 4.

To display the Problem Finder dashboard, change the URL from Step 4 to:

https://lyta.marwatch.net/dashboard/container/
?template=readOnly/problemFinder&container=fba869f0-1c 18-4af5-a359-cf0508229a8¢
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In the previous example, only the highlighted section is different than the original URL in
Step 4.
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APPENDIX 1: MITEL PERFORMANCE ANALYTICS
ALARM MIB

This is the MIB describing the SNMP traps generated by Mitel Performance Analytics for alarm
notifications.

MarWatch-MIB DEFINITIONS ::= BEGIN

IMPORTS
OBJECT-TYPE, OBJECT-IDENTITY, MODULE-IDENTITY, NOTIFICATION-TYPE,

enterprises, Integer32 FROM SNMPv2-SMI
TEXTUAL-CONVENTION, DateAndTime, DisplayString FROM SNMPv2-TC
MODULE-COMPLIANCE, OBJECT-GROUP, NOTIFICATION-GROUP FROM SNMPv2-CONF;

marWatchMibModule MODULE-IDENTITY
LAST-UPDATED "20130402000002z"
ORGANIZATION "Martello Technologies"
CONTACT-INFO "support@martellotech.com"
DESCRIPTION "Martello MarWatch MIB"

REVISION "201202100000z" -- 10 Feb 2012
DESCRIPTION
"Initial Version"

::= { marWatchConformance 1 }

REVISION "2013040200002z"™ -- 11 April 2013
DESCRIPTION
"Add Device Dashboard URL to MarWatch Alarm information fields"

:= { marWatchConformance 1 }

martello OBJECT IDENTIFIER { enterprises 39275 }
marWatch OBJECT IDENTIFIER ::= { martello 1 }
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—-— TEXTUAL CONVENTIONS

Status ::= TEXTUAL-CONVENTION

STATUS current

DESCRIPTION "Alarm Status Values"

REFERENCE "RFC3877 Alarm MIB alarmModelState"

SYNTAX INTEGER {

clear (1),

indeterminate (2),

warning (3),

minor (4),

major (5),

critical (6)

}

alarm OBJECT IDENTIFIER = { marWatch 1 }
marWatchConformance OBJECT IDENTIFIER ::= { marWatch 100 }
—-— NOTIFICATIONS

marWatchTraps OBJECT-IDENTITY

STATUS current

DESCRIPTION "Definition point for MarWatch notifications."
::= { marWatch 0 }

marWatchAlarm NOTIFICATION-TYPE
OBJECTS { alarmId, alarmDevice, alarmComponent,

alarmCustomer, alarmNewStatus,
alarmStatusChangeTime, alarmDescription }

STATUS current
DESCRIPTION

282



"This notification is generated whenever an alarm condition is detected

or cleared."

::= { marWatchTraps 1 }

-- ALARM

alarmTable OBJECT-TYPE

SYNTAX SEQUENCE OF AlarmEntry
MAX-ACCESS not-accessible

STATUS current

DESCRIPTION

"A list of alarm entries."

::= { alarm 1 }

alarmkEntry OBJECT-TYPE
SYNTAX AlarmEntry
MAX-ACCESS not-accessible
STATUS current
DESCRIPTION

"Alarm object"

INDEX { alarmIndex }
::= { alarmTable 1 }

AlarmEntry ::= SEQUENCE ({

alarmIndex Integer32,
alarmId OCTET STRING,
alarmDevice DisplayString,
alarmComponent DisplayString,
alarmCustomer DisplayString,
alarmNewStatus Status,
alarmStatusChangeTime DateAndTime,
alarmDescription DisplayString
alarmURL DisplayString

}

alarmIndex OBJECT-TYPE

SYNTAX Integer32 (1..65535)
MAX-ACCESS not-accessible
STATUS current

DESCRIPTION
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"An index that uniquely identifies an entry in the alarm table."

::= { alarmEntry 1 }

alarmId OBJECT-TYPE

SYNTAX OCTET STRING (SIZE (0..255))
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"MarWatch Unique identifier for this Alarm"

::= { alarmEntry 2 }

alarmDevice OBJECT-TYPE

SYNTAX DisplayString
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"MarWatch Device Name"

::= { alarmEntry 3 }

alarmComponent OBJECT-TYPE

SYNTAX DisplayString
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"MarWatch Component Identifier"

:= { alarmEntry 4 }

alarmCustomer OBJECT-TYPE

SYNTAX DisplayString
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"MarWatch Customer Name"

::= { alarmEntry 5 }

alarmNewStatus OBJECT-TYPE

SYNTAX Status
MAX-ACCESS read-only
STATUS current
DESCRIPTION
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"New Status for this Device and Component"

::= { alarmEntry 6 }

alarmStatusChangeTime OBJECT-TYPE

SYNTAX DateAndTime
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The time that Device and Component transitioned to this status"

::= { alarmEntry 7 }

alarmDescription OBJECT-TYPE

SYNTAX DisplayString
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"Textual description of Device and Component Status"

::= { alarmEntry 8 }

alarmURL OBJECT-TYPE

SYNTAX DisplayString
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"URL for Device Dashboard"

:= { alarmEntry 9 }

-——- Conformance information--

marWatchCompliances OBJECT IDENTIFIER ::= { marWatchConformance 9 }
marWatchGroups OBJECT IDENTIFIER { marWatchConformance 10 }

-- Compliance Statements
marWatchCompliance MODULE-COMPLIANCE
STATUS current

DESCRIPTION

"The requirements for conformance to the MarWatch MIB."
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MODULE -- this module

GROUP marWatchAlarmGroup
DESCRIPTION

"The MarWatch Alarm Group is optional."

GROUP marWatchNotificationGroup
DESCRIPTION
"The MarWatch Notification Group is optional."

::= { marWatchCompliances 1 }

marWatchNotificationGroup NOTIFICATION-GROUP
NOTIFICATIONS { marWatchAlarm }

STATUS current

DESCRIPTION

"The MarWatch Alarm Group."

::= { marWatchGroups 1 }

marWatchAlarmGroup OBJECT-GROUP
OBJECTS {

alarmId,

alarmDevice, alarmComponent,
alarmCustomer, alarmNewStatus,

alarmStatusChangeTime, alarmDescription,

alarmURL

}

STATUS current
DESCRIPTION

"The MarWatch Notification Group."

::= { marWatchGroups 2 }

END
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APPENDIX 2: DEFINITION OF COMMON ALARMS

Mitel Performance Analytics presents a consolidated view of the alarms generated by the devices it
monitors. Mitel Performance Analytics also generates its own alarms based on issues and events it
detects.

The following sections describe common alarms that you may see on the Mitel Performance
Analytics Alarms panel. Additional device alarms are possible. Refer to your device user
documentation for details. For example, refer to Mitel MiVoice Business user documentation for
details on MiVoice Business alarms.

PROBE ALARMS

The following alarms apply to the Probe.
“Probe has not checked in”
Alarm source: Mitel Performance Analytics

Description: The Probe assigned to this device has not checked in to the Mitel Performance
Analytics server for some time.

Possible Cause: Probe may be powered off or blocked by network issues.

Notes: Use the Threshold panel to configure the elapsed time period.

“Off Net Collector Startup”

Alarm source: Mitel Performance Analytics

Description: Probe software restart.

“Connected from #HE. 1AL HHHEIHEE

Alarm source: Mitel Performance Analytics

Description: A Probe Remote Access control channel was opened from specified IP address.
>“Disconnected from #HE.1HHE HHHE HHE®

Alarm source: Mitel Performance Analytics

Description: The Probe Remote Access control channel from the specified IP address was closed.
“Checkin: RESTClientException: <URL>”

Alarm source: Mitel Performance Analytics

Description: An error occurred when the Probe attempted to verify its configuration.
“Restarting on new software version”

Alarm source: Mitel Performance Analytics

Description: A new version of the Probe software was detected and auto-downloaded.

“Time Sync threshold exceeded”

Alarm source: Mitel Performance Analytics
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Description: The Probe's internal clock does not agree with the Mitel Performance Analytics server's
clock.

Notes: This can affect timestamp of incoming alarms, and time when backups are triggered.

GENERIC ALARMS

The following alarms apply to all monitored devices.

“SNMP unreachable”

Alarm source: Mitel Performance Analytics

Description: The Probe cannot reach the device.

“Uptime threshold exceeded”

Alarm source: Mitel Performance Analytics

Description: Device is reporting uptime that is less than the configured threshold.
Possible Cause: Device likely rebooted recently

Notes: Use the Threshold panel to configure the uptime period. Alarm may be a false positive if
triggered after approximately 498 days.

“Ping Packet Loss threshold exceeded”
Alarm source: Mitel Performance Analytics

Description: Probe has not been able to get a ping reply from the device for a configure time period.
The device may be offline.

Notes: Use the Threshold panel to configure the time period.

"CPU threshold exceeded"

Alarm source: Mitel Performance Analytics

Description: Processor usage on the device is running high, possibly impacting performance.
Notes: Use the Threshold panel to configure the threshold.

"Memory Usage threshold exceeded"

Alarm source: Mitel Performance Analytics

Configurable through Thresholds screen

Description: Physical memory on the device may be running low, possibly impacting performance
Notes: Use the Threshold panel to configure the threshold.

"Probe not reporting"

Alarm source: Mitel Performance Analytics

Description: The Probe assigned to this device has not checked in to the Mitel Performance
Analytics server for some time.

Possible Cause: Probe may be powered off or blocked by network issues.
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"New device, information not yet available"

Alarm source: Mitel Performance Analytics

Only appears on newly created devices

Description: Mitel Performance Analytics has not yet collected information from the device.
"No probe configured"

Alarm source: Mitel Performance Analytics

Description: Device is configured, but there is no Probe assigned to monitor it.

"This Device is in maintenance mode."

Alarm source: Mitel Performance Analytics

Description: This alarm is for your information only. Mitel Performance Analytics is in maintenance
mode for this device. All other alarms for this device are suppressed.

"Unlicensed Capability: x000000x0x"
Alarm source: Mitel Performance Analytics

Description: An optional feature has been enabled for this device and the required license has not
been applied yet.

MIVOICE BUSINESS ALARMS

The following alarms apply to MiVoice Business devices.

"x out of y SIP Link / Lines / Digital Links / ICP Comms unavailable.”

Alarm source: Device

Description: Device has the indicate number of lines currently offline.

"x out of y Backup Failure unavailable."”

Alarm source: Device

Description: Backup on the device has failed.

"x out of y VM Port Status unavailable."

Alarm source: Device

Description: Connection to the indicated number of Voicemail services has been lost.
"0 out of 1 SDS Sys Data unavailable.”

Alarm source: Device

Description: Issue syncing data between cluster members.

"0 out of 1 Lic Violation unavailable."

Alarm source: Device

Description: Device is using some features or resources that are not supported by the Mitel license

"Missing set DN: xxxx, MAC xX:XX:XX:XX:XX:XX"
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Alarm source: Mitel Performance Analytics

Description: The Set Inventory Disconnect Alarms feature is enabled. A handset connected to the
MiVoice Business is offline.

"License threshold exceeded"
Alarm source: Mitel Performance Analytics

Description: The indicated device alarm has exceeded the configured threshold (for example, 80% of
total licensed SIP Trunks).

Notes: Use the Threshold panel to configure the threshold.

"Unable to retrieve data: Login operation failed in 3300

Alarm source: Mitel Performance Analytics

Description: Probe attempted to log in to the MiVoice Business system to retrieve data, but failed.

Possible Cause: The device username and password was incorrectly configured in Mitel
Performance Analytics.

"Voice Quality threshold exceeded"

Alarm source: Mitel Performance Analytics

Description: Recent calls have had poor quality.

Possible Cause: May indicate network or resource performance issues.
Notes: Use the Threshold panel to configure the threshold.

"Resiliency Failover from Admin, Cluster: 1.

Alarm source: Device

Description: Device failover has been triggered. Handsets are now reporting to the specified standby
device.

MIVOICE BORDER GATEWAY ALARMS
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The following alarms apply to MiVoice Border Gateway devices.

"Voice Quality threshold exceeded"

Alarm source: Mitel Performance Analytics

Description: Recent calls have had poor quality.

Possible Cause: May indicate network or resource performance issues.

Notes: Use the Threshold panel to configure the threshold.

"The connection to port 6810, the SRC Connector Port, was not successful. "
Alarm source: Mitel Performance Analytics

Description: The Probe needs to access the device on port 6810 to retrieve data.
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Possible Cause: May indicate firewall issues or MBG misconfiguration. Enable the "Call Recording"
option on the Server-Manager page to determine cause.

"MBG connectivity Alarm"
Alarm source: Device

Description: There is a connectivity alarm in the MBG alarm table that Mitel Performance Analytics
cannot retrieve the full details.

"MBG status Alarm"
Alarm source: Device

Description: There is a Status alarm in the MBG alarm table that Mitel Performance Analytics cannot
retrieve the full details.

"MiCollab Client Service status Alarm"
Alarm source: Device

Description: The MBG is part of a MiContactCenter Business platform. There is a Client Service
alarm in the MBG alarm table that Mitel Performance Analytics cannot retrieve the full details.

"Minimum MOS threshold exceeded"

Alarm source: Device

Description: Recent calls have had poor quality.

Possible Cause: May indicate network or resource performance issues.
"SSH authentication failed"

Alarm source: Mitel Performance Analytics

Description: The Probe's attempt to log in to the device over SSH failed.

Possible Cause: The device username and password was incorrectly configured in Mitel
Performance Analytics.

"License threshold exceeded"
Alarm source: Mitel Performance Analytics

Description: The indicated device alarm has exceeded the configured threshold (for example, 80% of
total licensed SIP Trunks).

Notes: Use the Threshold panel to configure the threshold.

"Commissioning Approval Pending for Certificate 1D x0000000-XXXX=XXXX=-XXXX~

XOOOKXXKXXXKX
Alarm source: Mitel Performance Analytics

Description: The Probe has tried to authenticate with the MBG. Its certificate must be manually
accepted from the Server-Manager page.

Remedial Action: Approve the Probe certificate using the MBG Server-Manager page. See
"Accepting the Mitel Performance Analytics Certificate Request at the MiVoice Border Gateway" on
page 130.
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MICOLLAB ALARMS

The following alarms apply to MiCollab devices.
"ucserver status Alarm"”
Alarm source: Device

Description: This MiCollab platform has a UC Server. There is a UC Server alarm in the MiCollab
alarm table that Mitel Performance Analytics cannot retrieve the full details.

"MiCollab Client Service status Alarm”
Alarm source: Device

Description: This MiCollab platform has a client service. There is a client service alarm in the
MiCollab alarm table that Mitel Performance Analytics cannot retrieve the full details.

"MBG connectivity Alarm"
Alarm source: Device

Description: This MiCollab platform has an MBG. There is an MBG connectivity issue reported in the
MiCollab alarm table that Mitel Performance Analytics cannot retrieve the full details.

"SSH authentication failed"
Alarm source: Mitel Performance Analytics
Description: The Probe's attempt to log in to the device over SSH failed.

Possible Cause: The device username and password was incorrectly configured in Mitel
Performance Analytics.

MICONTACT CENTER BUSINESS ALARMS
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The following alarm applies to MiContactCenter Business devices.
"Windows Service Inactivity * ' threshold exceeded"
Alarm source: Mitel Performance Analytics

Description: The named service is needed according to the Threshold panel. The named service has
been inactive (stopped) for longer than configured in the Threshold panel.

Notes: Use the Threshold panel to configure the threshold.
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