
 
 

Troubleshooting Teams Call Quality Issues with Martello 

Vantage DX 

The Challenge 

As Microsoft Teams call quality relies heavily on your network but also the users’ devices, the network of 
your third-party provider and the one of the person you call. Therefore it can be difficult to understand 
why Teams meetings or calls were poor and who was actually responsible for the quality. 

Overview 
 
Walk through how you can easily discover all the parameters of a Microsoft Teams meeting or 

call to determine what the issue is and who owns it. For IT teams this quickly speeds up your 

mean time to repair.  

Let’s Get Started!  

Let’s say that you want to investigate and understand why a specific user has had many poor 

Microsoft Teams calls.  

From the overview dashboard, let’s select one of the top affected users by clicking on its name 

then “+” then go to users dashboard.  

 

 

 

 

 

 



 
 

Now in the users dashboard you can easily spot the table that highlights the last calls with 

issues of this specific user:  

 

Select the second one. Depending on the time you are testing the product, the user you have 

chosen and the call you are selecting, the result will vary.  

To open a call, simply click on it, the “+” then go to call dashboard.  

You are now in our call dashboard. 

The first table gives you a summary of what happen during that call:  

 

The goal here is to immediately pinpoint the root cause of the problem. In this instance round 

trip and packet loss, which means a poor end-to-end network performance, seems to have 

affected all users.  

The other important information in this table is to identify if it was an internal or external call. You 

can see if this the case by looking at the last column.  

Now we want to understand how poor the call was. 

 

Vantage DX provides performance data for every stream that had an issue during the call. It 

means if you see color in that chart, it means that at least one participant had issue, either with 

the inbound or the outbound stream.  

Below this chart you can find the details of every bad stream involved in that particular call, 

whether it is inbound or outbound audio, or inbound and outbound video and screen sharing 

stream. 

Again, you will only see data for the streams that were problematic.  

In this example, every stream was problematic.  



 
 

You can scroll through the data to the right to see the most important parameter of the call.  

The goal here is to understand how bad the call was.  

A general MOS provides an idea of the average quality, but it is also important to check the min 

MOS as it tells you exactly when during a call the quality was very poor.  

 

Poor quality is clearly the case here as you can see above. Any MOS under 4 is poor and 

anything under 3 is bad.  

What is also interesting is to know that the external user also had a bad quality network as you 

can see in the last line of the table.  

With this table you can easily identify if the problem during that call is yours or the one of the 

external users. If only the external user’s streams were impacted, you know that this does not 

fall under your responsibility.  

Scrolling to the right we see that call was PSTN and the ISP used was Bell Canada for our 

internal users. We also see that the audio devices were not optimal as everybody was using 

their laptop speaker. 

Below you have the same level of information for the video and screen sharing streams:  

 

We see here that the video was poor because the video frame rate was under 7 for 2 users. 

When it is under 7 frames per second, the quality perceived is bad. 

Under these tables you can see an empty chart which is normal. These charts display the 

performance of the data going through AudioCodes SBC.  

To activate it we need to choose a defined time period in the top right time menu. You can learn 

more in our video Monitoring the Performance of your SBC for Direct Routing Calls with Martello 

Vantage DX: https://youtu.be/uqeKy-v8rws 

https://youtu.be/uqeKy-v8rws


 
 

Now let’s go a bit deeper.  

This call was bad, we know that the Martello participants were in the Ottawa office and we know 

they were using the ISP Bell Canada.  

If we come back to the Kate Mills user dashboard (just click the back arrow on your browser), 

we can see that she has a lot of issues with this particular service provider.  

 

Scrolling down below the poor calls table you can also see the results of the network 

performance test that runs between this user and Microsoft Teams.  

 

This feature is called Vantage DX Diagnostic. It works with a window service running on the 

user you want to troubleshoot to understand the path and the quality of its connection to 

Microsoft Teams.  

If you would like more information about this feature watch the video: Proactively Support and 

Troubleshoot Microsoft Teams VIP Issues with Martello Vantage DX: 

https://youtu.be/T60KR5q9hUU 

As you can see, the test shows that booth packet loss and round trip are impacted when the 

traffic is going through Bell. This establishes that the Bell ISP is responsible for the issues that 

Kate Mills is experiencing in this case. 

Now to see if more people in that office are experiencing the same issue, we can switch to the 

location dashboard and check the quality of service in Ottawa.  

Click on the burger menu, then Analyze then Location Dashboard.  

You are now in the location dashboard. 

Select the location by clicking on the drop box       and then enter 

Ottawa.  

We won’t detail every aspect of this board as you are here to check if this entire office is 

experiencing the same issue as Kate Mills.  

https://youtu.be/T60KR5q9hUU


 
 

 

Here you can determine the overall service quality delivered to that location, the usage of 

Teams calls and meetings over time, how people are connected, the type of calls they perform 

and, in the screen, shot below, the ISPs that are involved.  

 

In seconds, we can determine that yes, many users have issues in Ottawa, and they mostly 

involved Bell.  

If we scroll down, you can see the result of the Vantage DX Diagnostic probe that sits in the 

Ottawa location to continuously measure the network path and quality between Ottawa and 

Microsoft Teams.  

 

 

As for the one installed on Kate Mills, the test from the office clearly shows that network issues 

are found when the data goes through the Bell ISP.  

We won’t go through the rest of the dashboard, but you can go through it further in this video: 

Detect, Prioritize and Analyze Teams User Experience Issues with Martello Vantage DX: 

https://youtu.be/b0LHnnb8UHs 

 

  

https://youtu.be/b0LHnnb8UHs


 
 

 

So, what have we found in this part? 

Firstly, for this call our users had issues but so did the external users. So, it is a shared 

responsibility.  

We understand how poor the call and the video were, who were on the call and the type of 

audio device they were using.  

You also saw that this was not the only bad call for our users and that the network quality for our 

users sitting in Ottawa was poor. With the results of our network path monitoring feature, we 

conclude that this problem is caused by the ISP, and we know that need to contact them to fix 

the issue.  

Now let’s say that you want to have even more details on a call or that you want to be 

specifically alerted when specific call conditions are happening in order to troubleshoot them 

immediately.  

For that we are going to our Alerting Board.  

Click the burger menu then ‘Board’. 

We are now in our Alerting configuration board where you can see many examples of the type 

of alerts you can have. We won’t describe them here as that topic as already been detailed in 

this video: Proactively Support Users With Microsoft Teams User Experience Alerting using 

Martello Vantage DX: https://youtu.be/ILsxQjRpzko 

We will focus here on the data you can find for every poor or failed calls and meeting.  

Let’s focus on the Teams conference alert configuration. If you don't see the board, click on the 

blue arrow to the left to open the left side panel, from there, increase the displayed boards to 

100. 

 

This configuration alerts if more than 10% of the conference calls 

taking place in the past 4 days have been in a warning or critical 

state. All the thresholds are customizable.  

 

If we click on it, we can see the details of the conferences with problems.  

Let’s open the biggest meeting we can find. In our case the last on the right with 57 attendees. 

 

 

https://youtu.be/ILsxQjRpzko


 
 

 

If you don’t find this one, just scroll down to check the biggest meeting you can find. Please 

avoid any meetings with 4 attendees that are usually created by our robots for test purpose and 

as such do not return as much data as real ones.  

 

We are now in the meeting properties:  

 

Here you have a summary of the meetings with the ‘poor’ reason directly shown, in this case a 

bad Video Frame Rate.  

 

Now we can see each individual alert that this meeting has generated by clicking on the alert 

tab:  

 

 

  



 
 

There are 21 alerts related to the members of that meeting. If you click on any of them, you will 

have the complete data for every problem.  

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Now you can see every parameter of the call for this user and can understand how the user was 

connected, what device he was using, what was the network performance inbound and 

outbound, what was the quality of the video and at the end, the reason why this call was a 

problem for this user.  

Clearly in this case, the Wi-Fi strength of the user was too low to allow a good connection which 

decreases the video frame rate to a point that was not acceptable for a good user experience.  

Every one of these parameters can be used to define a search that will show you all the bad 

calls with that parameter. For example, the location, the client, the audio device, the round-trip 

time performance, etc. 

It can also be used to create an alert configuration that will notify you every time a call meet the 

condition that you are looking for.  

 



 
 

For example, if you want to find and be alerted on all the bad calls happening with non-certified 

devices. 

Let’s click twice on the back button  to come back to our alert configuration board.  

 

You can find the alert configuration for this that we have setup as an 

example.  

 

If you click on it, you will find the list of users that had issues with calls who were not using 

Teams certified devices. The board and the users are green because the alerts are not active 

anymore.  

If you click on the Incidents tab you will see that a ticket for this condition has been 

generated directly to ServiceNow.  

With Vantage DX you can automate the ticketing of any issue related to Microsoft 365 and 

Microsoft Teams, also defining the conditions for the ticket to be opened and then closed.  

 

Conclusion 

We have seen how with Vantage DX you can track the quality of the calls from multiple 

perspectives. You can also check the calls through our dashboard and understand who is 

responsible for the call issues. You can then put that call into the context of the user or of its 

location to better understand the issue and dig into the final root cause.  

You can also find every detail and parameter of every alert that was raised because of poor call 

quality through our alerting dashboard and easily setup alerts that you can synchronize with 

your ITSM based on any of these parameters.  

With Vantage DX you can easily decrease your mean time to repair and quickly find the right 

data to troubleshoot the calls with issues and better support your users.  

 

 


