MARTELLO

Use Case: Ensuring Exchange and Mail Routing Availability
and Performance for your Business Lines

The Challenges

Microsoft Exchange is still at the core of almost every business relationship and process with
both internal and external stakeholders.

When it comes to monitoring performance of Exchange, Microsoft provides views at the tenant
level of issues coming from their datacenter. However, there is no way for enterprises to
measure, detect and troubleshoot issues that their business lines and users are experiencing.

Video Overview

In the demo video that accompanies this demo overview, we will show you how you can track
the availability and performance of Exchange features from every critical location of your
business lines to proactively ensure your employees are staying productive and connected.

Let’s Get Started!
To being, let’s start with our Alerting board.

= 0 Vantage DX Analytics

| Ll Analyze >

R > The alerting section of Vantage DX can be found in the burger menu (top left)
[ under “Boards”

&  Business Services

@ Heb

Once here you see the standard alerts we configure for our main customers.

e | [ LT[ E——— W
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Each board shown here describes an alert condition (typically in the title) and the number of
elements that have been found that have met the condition of the alert.

Immediately, you can see if you have specific condition that has an issue AND also the severity
of the issue.

Keep in mind, that you can create and alert for any condition you want based on your Microsoft
data.

Most of these standard alerts are also described in our video: “Proactively Support Users With
Microsoft Teams User Experience Alerting using Martello Vantage DX”.

From here we will focus on the alert Exchange Tenant Issues. This alert focuses on the
availability and performance of Exchange features for all your critical locations. Let’s open it by

clicking on it.
e London Office: Exchange Online e Nice Office: Exchange Online e Ottawa Office: Exchange Online e Paris Office: Exchange Online

We can see here that Martello Vantage DX is configured to test, measure and alert on
Exchange service issues. These issues could also be experienced in multiple critical locations
at once.

Let’'s go deeper and drill into the alerts to see what that has happened. By clicking on:

ALERTS (0)

Then unchecking:

Active

B show Only Active
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From here we can see the alerts from the past 3 months.

Severity = Target/Message = State = Created On = Last Updated + Integration Type
Q Microsoft Exchange on Ottawa Office Closed Apr 2, 2023 7:45 PM Apr 2,2023 7:50 PM Vantage DX Monitoring
Critical issuz on Exchange Oniing
Q Microsoft Exchange on London Office Closed Mar 29, 2023 610 PM Mar 29, 2023 6:20 PM vantage DX Monitoring
Critical issue on Exchange Online
Q Microsoft Exchange on Nice Office Closed Mar 29, 2023 610 PM Mar 29, 2023 6:20 PM vantage DX Monitoring
Critical issue on Exchange Online
O Microsoft Exchange on Paris Office Closed Mar 29, 2023 555 PM Mar 29,2023 6:15 PM Vantage DX Monitaring
Performance issue on Exchange Online
Q Microsoft Exchange on Nice Office Closed Mar 29, 2023 5:40 PM Mar 29,2023 6:05 PM Vantage DX Manitering
Performance issue on Exchange Online

Let’s look at a “Critical” alert for the Ottawa location.

- VDX Monitoring
Details

Message Critical issue
On Ottawa Office / Configuration "Exchange Onling'
- Create Message Execution Time is above the threshold 6000 ms
- Search Using Filter Execution Time is above the threshold 6000 ms

On the right, you will see the detail of this alert. This detail is ttelling tell us that users in that
location had several issues with messages.

If you want to have more information about these tests and alerts, we can switch to the detailed

view by clicking on the blue @ icon on the bottom left.

.Office 365 Operations - an |z
Teams actions 95%ile of OneDrive actions (ms) by Robot - Displays up to 12 Rabots
1800000 -
2000
- I I . I
Nice ofce Para Ofice Ot oice Lorcon Offce
® ComioadFieTee @ Sewrch User Tane . natant Mssage Trre @ LoginExecuion Time @ Upload Exec ® Covnlond Execuion Tee @ Time
Sile of Teams MOS by Robot - Displays up to 12 Robiots 95'%ile of Exchange actions (ms) by Robot - Displays up to 12 Rubots

300
- . .
100
000
hice Office on

Longon ofice Pane Offce.

@ hean Opinion Score

You are now on the main page that provides addition detail on the main workloads and feature
tests that were made.

Ottawa . Geneva . Nice . Paris . Dallas . New York



MARTELLO .

These synthetic transactions are performed by what we call robots that are installed all of your
critical locations. At the end, they are just windows services that you can deploy on any
windows machine, and they act as a user. They use the exact same protocol and embedded
thick client to perform availability and performance tests for every critical feature of Microsoft
365.

We always recommend putting these robots on machines that are powered on and this way you
can deliver 24/7 monitoring data and alerts for that location. Outages can happen during off
hours and the only way to detect them and anticipate any business productivity issues is to
continuously test the Microsoft services.

The goal is to have a service baseline so you can understand what is normal and what is not.
This then helps you be able to detect local, regional, or global outages quicky to improve your
response time to an incident and ensure a better service to your business lines.

To focus solely on Exchange, just select the Exchange tab on the left:

Exchange - an 120 24h 7

% Warning by App Top 25 Actions Degraded (ms)
Manager name configuration % Waming Date Manager Metrie Time

Paris Office Exchange Online 0.00 4/3/2023,2:40:58 PM  London Office Open Mailbox Execut.. 3,140 g
Performance Ottawa Office Exchange Online 0.00 4/3/2023,3:00:57 PM  Paris Office Gpen Mailbox Execut.. 2,748
Nice Office Exchange Online 0.00 4/3/2023,3:00:57 FM  Nice Office Open Mailbox Execut.. 2,706
London Office Exchange Online 0.00 4/3/2023,2:45:57 PM  Paris Office Open Mailbox Execut.. 2,677
4/3/2023,3:10:57 PM  Paris Office Open Mailbox Execut.. 2457
4/3/2023,2:50:57 PM  Paris Office Open Mailbox Execut.. 2,302
4/3/2023,2:35:58 PM  London Office Open Mailbox Execut.. 2,286
4/3/2023,2:35:57 FM  Nice Office Open Mailbox Execut... 2,255
0% 4/3/2023,3:05:57 PM  Paris Office Open Mailbox Execut_ 2,251
4/3/2023,3:20:57 P Paris Office Open Mailbox Execut.. 2,229
. 4/3/2023,2:30:57 PM  Paris Office Open Mailbox Execut.. 2219
100.00 % 4/3/2023,2:55:57 PM  Paris Office Open Mailbox Execut.. 2,216
4/3/2023,3:05:58 FM  London Office Open Mailbox Execut.. 2,199
Performance e e S E

The first line of charts here shows the current availability and performance as well as the recent
issues that have been detected through our tests.

On the top right you can change the time period if needed.

Autodiscover Execution Time (ms) Average Time per Action (ms)
2,600
6,000
1,400
o~
1200 /—/ \_\ L L— 2,000
1.000

800

——
=
800 ° ) 3 - 3
14:25 14:30 1435 14:40 14:45 14:50 14:55 15:00 1505 1510 1515 15:20

400 ~@- Open Mailbox Execution Time (AVG) @ Create Folder Execution Time (AVG) ~@- Delete Folder Execution Time (AVG)

~@- Create Message Execution Time (AVG) ~@- Upload Attachment Execution Time (AVG) @~ Download Attachment Execution Time (AVG)
200

—@- Remove Attachment Execution Time (AVG) @ Create Task Execution Time (4VG) @ Delete GSX Created Tasks Execution Time (AVE)

0
14:30 14:40 1450 15:00 1510 15:20 ~@- Search Using Filter Execution Time [AVG) ~@- Create Meeting Execution Tlme{AVG] ~@- Query Free/Busy Execution Tlme{AvG]
—@- Autodiscover Execution Time (AVG) —@- Delete GSX Created Events Execution Time (AVG)
2 minutes ago 2Zminutes ago
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The second line of graphs gives an average view of the Exchange environment for your
company. You can see right away the list of tests we are doing:

- Autodiscover execution time
- All the other actions the robot is doing on a mailbox (open mailbox, create folder
download attachment, etc.)

These tests reproduce exactly what a user would be doing when using their Outlook client or
Outlook Web Access. This test also tells you in real time from your critical location the
availability and the performance of these features. If a Microsoft outage is happening, you will
be alerted immediately as all the robots will fail at the same time.

95%ile of Autodiscover Execution Time (ms) by Robot - Displays up to 12 Robots 95%le of Exchange actions (ms) by Robot - Displays up to 12 Robots

1,600 3,000

1.400
1,200 2,000
1.000
800 1,000
Illllllll ll |I II“IIII' |II IllllIl Illlllllllll
0
00 Paris Office London Ofice Nice Office Ottawa Office
200 @ Open Mailbox Execution Time @ Create Folder Execution Time @ Delete Folder Execution Time @ Create Message Execution Time.
o @ Upload Attachment Execution Time @ Download Attachment Exscution Time @ Remove Attachment Execution Time @ Create Task Execution Time

London Office Ottawa Office Nice Office Paris Office @ Delete GSX Created Tasks Execution Time @ Search Using Filter Execution Time @ Create Meeting Execution Time ® Query Free/Busy Execution Time

@ Autodiscover Execution Time @ Delete GSX Created Events Execution Time

Below this, you can compare the results of the tests, location per location to determine if a
specific location is underperforming in comparison to the others.

It is important to note that these tests can be done on both Exchange online and Exchange on
premise. We also have tests that will cover the specifics of Exchange on premise that are not
shown in this demo environment. If you want more information about that, we can discuss it
during a technical call.

This means that Martello Vantage DX can monitor the Exchange service delivered through
online, hybrid AND an on premises deployment.

Now, being able to use the Exchange features is key, but it is also critical to know that the
Exchange Mail routing is healthy.

Let’s click on the ail routing tab on the left .

You are now in the Mail routing test results page.
Mail routing can be tested both internally and round trip.

The internal test has the robot sending a real email from one of your mailbox accounts to
another one.
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The round trip test sends the email to an echo service that sends the email back. This allows us
to make sure that your users are able to send and receive emails to and from outside the

organization.

Internal Mail Routing Time (s)

Roundtrip Mail Routing Time (s)

350 .00
o s / \
2.50 r‘\\\ /
7.00 / ~ /
J \ \
200 / \ /
- / 800 Y /
/ \
150 / \ /
e / - 500 LS /
100 \\ \ /
400 \ /
0.50 ~_ ‘.r
000 200
13:40 13:45 1350 13:55 1400 1405 1410 1415 1420 1425 1430 1435 1340 13:45 13:50 1355 1400 1405 1410 145 1420 1425 1430 14:35
-@- IntemalMailRoutingTime (AVG) -@- ExternalMailRoutingTime (AVG)
3 minutes ago 3 minutes ago
Internal Mail Routing # Hops Roundtrip Mail Routing # Hops
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13:40 1345 13:50 1355 1200 1405 1410 1415 1420 1425 1430 1435 13:40 1345 13:50 13:55 14:00 1405 1410 1415 14:20 1425 1430 1435
-®- ReceivedHeaderNumberOfRoutingHops (AVG) -@- ReceivedHeaderlumberOfRoutingHops (AVG)
3 minue

3 minutes ago

The second line of chart shows the monitoring for of the number of hops for the Mail - from start

to finish.

This detects changes in the mail path that can degrade the performance of the service.

Internal Mail Routing Hops details (slowest)

Hop Submitting Host

1 BYAPRO5MB5238.namprd05.prod.outiook.com .
2 BYAPRO5MB5238.namprd05. prod.outiook.com .
3 PHOPROSMB10062.namprd05.prod.outiook.co.

Rounditrip Mail Routing Hops details (slowest)

Hop Submitting Host

1 Debian-exim

2 localhost (51.124 8.220)

3 BN7NAM10FT019.eop-nam10.prod. protection

4 BN9PRO3CAQ758.namprd03. prod.outlook.com ...

5 BN7PRO5MB5698 namprd05.prod_outiook.com.
Ottawa . Geneva .

Receiving Host

BYAPRO5MBS5238.namprd05. prod.outlook.com
PHOPRO5MB10062.namprd05.prod.outiook.co...
BYAPRO5MBS5238.namprd05 prod.outiook.com

Receiving Host

localnost
BN7NAM10FT019.mail protection.outiook.com.
BNSPRO3CA0758.outlook office365.com (2603

BN7PROSMB3698.namprd05. prod.outiook.com...

- BYAPRO5MBS5238 namprd05 prod.outiook com

Nice .

Time

4/19/2023,1:42:40 PM
4/19/2023,1:42:41 PM
4/19/2023,1:4244 PM

Time

4/19/2023, 22244 PM
4/19/2023, 22245 PM
4/19/2023, 22247 PM
4/19/2023, 2:22:47 PM
4/19/2023, 2:22:56 PM

Paris

Delay Type

0 seconds mapi id 15.20.6319.022

1 second Microsoft SMTP Server (version=TLS1_2, ciphe..
3 seconds HTTPS

Delay Type

0 seconds local (Exim 4.90_1) id 1pp6pg-00024L-V8 for vd.
1 second Microsoft SMTP Server (version=TLS1_2, ciphe..
2 seconds Microsoft SMTP Server (version=TL$1_2, ciphe..
0 seconds Microsoft SMTP Server (version=TL$1_2, ciphe..
9 seconds HTTPS

. Dallas . New York
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Finally, the last table shows the performance of each hop the Mail takes which helps you quicky
troubleshoot if there are any Mail routing performance issues.

Keep in mind that this Mail routing feature also works for on premise and hybrid Exchange
deployments.

L N Network
Now clicking on - we can see a last performance test done for Exchange.

Exchange: Average TCP Time (ms)

.0 0

This test shows the TCP time in millisecond from the robot
55 / tothe Exchange service.

T T , This can be important to monitor as it gives you detailed

information about the network performance from the
location that is being tested to the Microsoft datacenter.

=50 1400 1410 1420 1430 1440

8- Average TOP Pings Time (AVE)

Speaking about network performance, let’'s come back to our main UL.

We will now go on the Business Services section:

= » Vantage DX Analytics Name o Endune 1 applistion | inbestctwe 1 Supplke Servies | dlers t incidents

| Teams k4 13 4 38.773%
I il Analyze > | —
Office 365 Web Apps 4 (D] 2 3 95.787%
a  Explore > | () Exchange @ ® @ 8 0
Boards

ik Business Services

From here you can:

v' Create customized SLA reports based on every alert generated by Martello Vantage DX
(synthetic transactions, network path monitoring, Teams audio and video performance) as
well as imported alerts from your existing monitoring tools (Nagios, PRTG, SCOM, etc.)

v Define how the SLA is calculated, what can impact it and what data is used to explain the
SLA breaches without impacting it.

v Provide reports to your business lines or management.

This is where you can define and track performance reports for anything in your environment
that is used to measure an SLA or internal OLA.
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For every report, you can choose precisely what data will affect the SLA performance and what
additional data should be displayed to explain potential loss of service quality.

Here is what we can see here:

e The name of the service that you defined.

e The type of data used either for the SLA achievement or for troubleshooting (End-User,
Application, Infrastructure).

e The number of alerts for this business service over time.

e The Incident synchronization with your ITSM tool (for example ServiceNow) that correlates
alerts into service incidents that are then synchronized with that tool.

¢ And finally, the SLA achievement overtime.

For this use case we will focus on the Exchange business services we have created.

Let’s explore it by clicking on it.

- O Exchange
SLA MEMBERS (4) ALERTS (8) INCIDENTS (0)
€ SUMMARY c « @/ Ll TIMELINE
Period: April 2023 , .
Time Zone:  Eastern Standard Time “ e
0
| B B 1800
£ @ EEE g
5 B B B 200
94.053% 677.2hrs o | B B
SLA Uptime B B B
| B B 800
n B B B
Goal: 99.000% Uptime Target: 712.8 hrs T
& Components Impacting SLA (5)

Impact & Name Perspective SUA Impact Start Time SLAImpact End Time Integration Type
» 36hrazmin Nice Office: Exchange Online End User Apr 4,2023 202 AM Apr 18,2023 11:08PM sizmo

> 36hr28min Paris Office: Exchange Online EndUser Apr 4, 2023 312 &AM Apr18, 2023 11:08 PM Gizmo

Here you see the result of the SLA for the current time period. Every red dot on the right
diagram shows when a breach in the SLA occurred. By clicking on each of them you can then
get detailed information below that shows the reason for the breach.

You'll see which robot at which location and at what time the issue was experienced.

Here you can schedule a report that can be sent to both your business lines and management.

-
Let’s click - until we come back to the Business Services Overview.

As you are read only you won’t be able to do what | am about to show, but let's check anyway
how you can customize the performance report and the SLA you want to track.

If I click on the 3 dots at the right end of our Business Service section: > dd and then
select “Configure”
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Service Details opens a pop up where you can

Service Detalls # | Configure ¢ choose what data type is taken in account to
Service Level Objectives &2 Maintenance Mode £ calculate the SLA (End user, Applicati0n1
Infrastructure).
Supplier Services = Share -
Service Level Objectives defines the target level
Incident Automation ¥ g Remove o of performance.
i X TTIFT.OUOT0 T -
Notifications o Incident Automation lets you to synchronize the
Manual State - 60.627% :  status of the business services with your ITSM

tool.

Notifications lets you to choose how and when to be alerted when your business service is
failing.

As you can see, Vantage DX provides several ways to group your users, define service quality
targets, and then be alerted when Exchange has issues.

Let’s come back to the Business Services (click on Exchange).

This SLA is based on the availability and performance of our robots testing the Exchange
features from our main locations.

To see the data sources used in this SLA we can click on MEMEERS )

Then you see the data sources organized in 4 bricks:

This SLA has been configured to be calculated upon the data in the End User brick. The End
User data is produced by our robots, acting as users from multiple locations, which test all the
features of Exchange as we saw in the first part of this demo.

Supplier Services a

0 services

Empty Perspective

MEMBERS (6) ALERTS (3) INCIDENTS (1) RULES (1) EXCLUSIONS (0)

e Buffalo Office: Teams Video VIP e Ottawa Office: Teams Video (Ottawal.. iﬁ Paris Office: Teams Advanced ﬁ London Office: Teams Advanced e Nice Office: Teams Advanced

We see here that 3 robots are failing. If you want a summary of what happened for each robot
you can click on it. And if you want to see the exact alert for these robots you can then click on

ALERTS (3) ) _
the tab. You can click on any of them to have the details for every alert.
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To come back on the data sources for that SLA click until you reach the member part.

In the application part, we have put the Microsoft service health. It doesn’t impact the SLA but
provides interesting complementary information especially if there is an issue.

Click to come back to the member page again. Now we will see the Infrastructure section.

MEMBERS (4 aET I IWCIENTS (@) REs EXCLBONS 0)

[ ——— o —— o T — L8 g o P ot o)

>>

If you click on Infrastructure you will reach the summary of the Martello Vantage DX Diagnostic
probes running from our main locations and checking the network performance in between the
locations and the Microsoft Exchange online services. This allows you to pinpoint exactly where
the latency is introduced and who owns that issue. This is a very good way to quickly
understand where the outage comes from and to qualify any third-party problems.

It is now the good time to introduce you to our Network Path monitoring feature.

For that, click on any of the tests (Nice) and then click on the blue rocket on the bottom right and
then on the “Go to Source” button.

OPEN ALERTS LAST STATE CHANGED RETRIEVED FROM INTEGRATION

0?2 © 9 minutes ago

MITR O

Raw Properties

Service 66691476-0Tbd-4437-8417-983286c53608
Trpe MicroscftTeamainstance
Components

. Ty
Probe
Node Type
Gt

. Tyee
Proe
Node Type
Gusd

. Type
Probe
Node Type
O

. Ty
Probe

Node Type
Gud

2 53¢ 82040650941
e mstance
*Jufc8
33 9462120563468

It will open the specific Ul to manage and get more details on Martello Vantage DX Diagnostic’s.
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You'll arrive on this page:

Network Testing Summary

5SS NI N N Y A Y U Y DA Y Y NN U N AN Y Y Y Y Y O Y AN D N N DA DN AN NN AN
Microsoft Teams | rrTrrrrrtrrrrrrrrrrrrrr e el

The middle part shows the details of the network tests that are done from the multiple locations

.ondon Office

ice Office
) Ottawa Office

for Exchange and Teams. You can find them on the left: o parisOffce

Red line means a problem has been detected, and green is good. It seems that for Exchange,
everything is good for now!

Let’s click on any green bar for the location you have selected. We will arrive here:

Path Analysis « The diagram on the left represents
Londen ffice each hop the data is going through to
o get to the Microsoft Exchange server.

S We see that some hops are not
. performing as well as the others, but

s | they aren’t poor enough to represent
an issue and trigger an alert.

On the right side you have the
summary and the details of the
latency that has been found.

B AN GH
FEEE i EEEtirEEC 8 i

You can click on Hop Breakdown / Round trip time to switch to other network data such as
packet loss and jitter.

Now let’'s check who owns each hop to quickly determine who is responsible when there is a
problem.

Grouping
Group network hops

() mE=m

O by network

Ly network owner

On the left side, click on . Automatically, the hop owner is shown.
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In this example we see that the worst performing hops are in the office itself and
at Microsoft.

In seconds, we have been able to identify if they are network issues, and if yes,
how bad they are and who is responsible for them.

. [ . Auto-select sites with results . . .
If you click now on on the left side, you will see the diagram

for all the tests that are made for each critical location you can close the right panel for better

visibility.
Path Analysis <>< :
.
Microsoft Teams Servers
(Entry Point into Microsoft's Network)
_ B
Nice Office London Office Ottawa Office

From there you can get a further explanation of the tool
testing for VIPs or users with recurring issue in our

smaors  video: Proactively Support and Troubleshoot your
Teams VIP Issues

Vantage DX Diagnostic is typically used to continuously

monitor the performance of the route to the cloud from
@ AR the critical locations you have. This allows you to
automatically detect any latency, identify who owns it
@ W and then to speed up service remediation to prevent a
business line productivity impact.

You can also configure the probe to not only check Microsoft Exchange but also any end point
you want such as any Microsoft Workload, PowerApps, Azure, ISP or any internal devices.

This tool is also used to detect third party issues. If your security provider, or any other services
are having a network issue, you will be able to detect it and be alerted so that you can stay
proactive on the management of the quality of service. Feel free to explore the tool, the
different tests, and results provided in this trial environment.

Conclusion

Thank you for watching this video. We have seen that Martello Vantage DX can monitor the
Microsoft Exchange services delivered to your users in any location you want by testing the
workload features, the mail routing performance, and the network quality. It provides early
detection of any outage or service issue that would affect your users, and advanced
troubleshooting for any network latency.
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With Vantage DX you can define customizable alerts and performance reports that you can then
share with your management and business lines. Check out our other videos about how to
manage Teams, SharePoint & OneDrive performance and to see how Vantage DX can monitor
the entire Microsoft 365 environment.
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